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Chapter 1

Introduction

FALCON is a lattice-based signature scheme. It stands for the following acronym:

Fast Fourier lattice-based compact signatures over NTRU

The high-level design of FALCON is simple: we instantiate the theoretical framework described by Gentry, Peikert and Vaikuntanathan [GPV08] for constructing hash-and-sign lattice-based signature schemes. This framework requires two ingredients:

- A class of cryptographic lattices. We chose the class of NTRU lattices.
- A trapdoor sampler. We rely on a new technique which we call fast Fourier sampling.

In a nutshell, the FALCON signature scheme may therefore be described as follows:

FALCON = GPV framework + NTRU lattices + Fast Fourier sampling

This document is the supporting documentation of FALCON. It is organized as follows. Chapter 2 explains the overall design of FALCON and its rationale. Chapter 3 is a complete specification of FALCON. Chapter 4 discusses implementation issues and possible optimizations, and described measured performance.
1.1 Genealogy of Falcon

Falcon is the product of many years of work, not only by the authors but also by others. This section explains how these works gradually led to Falcon as we know it.

The first work is the signature scheme NTRUSign [HHGP⁺03] by Hoffstein et al., which was the first, along with GGH [GGH97], to propose lattice-based signatures. The use of NTRU lattices by NTRUSign allows it to be very compact. However, both had a flaw in the deterministic signing procedure which led to devastating key-recovery attacks [NR06, DN12].

At STOC 2008, Gentry, Peikert and Vaikuntanathan [GPV08] proposed a method which not only corrected the flawed signing procedure but, even better, did it in a provably secure way. The result was a generic framework (the GPV framework) for building secure hash-and-sign lattice-based signature schemes.

The next step towards Falcon was the work of Stehlé and Steinfeld [SS11], who combined the GPV framework with NTRU lattices. The result could be called – somewhat surprisingly – a provably secure NTRUSign.

In a more practical work, Ducas et al. [DLP14] proposed a practical instantiation and implementation of the IBE part of the GPV framework over NTRU lattices. This IBE can be converted in a straightforward manner into a signature scheme. However, doing this would have resulted in a signing time in $O(n^2)$.

To address the issue of a slow signing time, Ducas and Prest [DP16] proposed a new algorithm running in time $O(n \log n)$. However, how to practically instantiate this algorithm remained a open question.

Falcon builds on these works to propose a practical lattice-based hash-and-sign scheme. The figure 1.1 shows the genealogic tree of Falcon, the first of the many trees that this document contain.
1.2 NIST requirements

In this section, we provide a mapping of the requirements by NIST to the appropriate sections of this document. This document addresses the requirements in [NIS16, Section 2.B].

- The complete specification as per [NIS16, Section 2.B.1] can be found in chapter 3. A design rationale can be found in chapter 2.

- A performance analysis, as per [NIS16, Section 2.B.2], is provided in chapter 4, in particular section 4.6.

- The security analysis of the scheme as per [NIS16, Section 2.B.4], and the analysis of known cryptographic attacks against the scheme as per [NIS16, Section 2.B.5], are contained in section 2.5.

- A statement of the advantages and limitations as per [NIS16, Section 2.B.6] can be found in section 2.6.

- Set of parameters to address the five security levels required by NIST [NIS16, Section 4.A.5] can be found in section 3.12.

Other requirements in [NIS16] are not addressed in this document, but in other parts of the submission package.

- A cover sheet as per [NIS16, Section 2.A] is present in this submission package.

- A reference implementation as per [NIS16, Section 2.C.1] and Known Answer Test values as per [NIS16, Section 2.B.2] are present in this submission package.

- Signed statements of intellectual property, as required by [NIS16, Section 2.D], will be conveyed to NIST physically by all submitters, patent owners and implementation authors.
Chapter 2

The Design Rationale of Falcon

2.1 A quest for compactness

The design rationale of Falcon stems from a simple observation: when switching from signatures based on RSA or the discrete logarithm to post-quantum signatures, communication complexity is likely going to be a larger problem than speed. Indeed, many post-quantum schemes have a simple algebraic description which makes them fast, but they always require either larger keys than pre-quantum schemes, larger signatures, or both.

We expect such performance issues will hinder transition from pre-quantum to post-quantum schemes. Hence our leading design principle, which underlied most of our decisions, was to minimize the following quantity:

\[ |pk| + |\text{sig}| = \text{(bitsize of the public key)} + \text{(bitsize of a signature)}. \]

This led us to consider lattice-based signatures, which manage to keep both |pk| and |sig| rather small, especially for structured lattices. When it comes to lattice-based signatures, there are essentially two paradigms: Fiat-Shamir or hash-and-sign.

Both paradigms achieve comparable levels of compactness, but hash-and-sign have interesting properties: the GPV framework [GPV08], which describes how to obtain hash-and-sign lattice-based signature schemes, is secure in the classical and quantum oracle models [GPV08, BDF+11]. In addition, it enjoys message-recovery capabilities [dPLP16]. So we chose this framework. We detail this choice and its implications in section 2.2.

The next step was to choose a class of cryptographic lattices to instantiate this framework. A close to optimal choice with respect to our main design principle – compactness – is NTRU lattices: as sketched in [DLP14], they allow to obtain a rather compact instantiation of the GPV framework. In addition,
they come with a ring structure which speeds up many operations by two orders of magnitude (e.g. a factor $O(n/ \log n)$ for signature verification). We detail this choice and its implications in section 2.3.

The last step was the trapdoor sampler. We devised a new trapdoor sampler which is asymptotically as fast as the fastest generic trapdoor sampler [Pei10] and provides the same level of security as the most secure sampler [Kle00]. We detail this choice and its implications in section 2.4.

2.2 The Gentry-Peikert-Vaikuntanathan framework

In 2008, Gentry, Peikert and Vaikuntanathan [GPV08] established a framework for obtaining secure lattice-based signatures. At a very high level, this framework may be described as follows:

- The public key contains a full-rank matrix $A \in \mathbb{Z}_q^{n \times m}$ (with $m > n$) generating a $q$-ary lattice $\Lambda$.
- The private key contains a matrix $B \in \mathbb{Z}_q^{m \times m}$ generating $\Lambda_q$, where $\Lambda_q$ denotes the lattice orthogonal to $\Lambda$ modulo $q$: for any $x \in \Lambda$ and $y \in \Lambda_q$, we have $\langle x, y \rangle \equiv 0 \pmod{q}$. Equivalently, the rows of $A$ and $B$ are pairwise orthogonal: $B \times A^t = 0$.
- Given a message $m$, a signature of $m$ is a short value $s \in \mathbb{Z}_q^m$ such that $sA^t = H(m)$, where $H : \{0, 1\}^* \rightarrow \mathbb{Z}_q^n$ is a hash function. Given $A$, verifying that $s$ is a valid signature is straightforward: it only requires to check that $s$ is indeed short and verifies $sA^t = H(m)$.
- Computing a valid signature is more delicate. First, an arbitrary preimage $c_0 \in \mathbb{Z}_q^m$ is computed, which verifies $c_0A^t = c$. As $c_0$ is not required to be short and $m \geq n$, this can simply be done through standard linear algebra. $B$ is then used in order to compute a vector $v \in \Lambda_q$ close to $c_0$. The difference $s = c_0 - v$ is a valid signature: indeed, $sA^t = c_0A^t - vA^t = c - 0 = c$, and if $c_0$ and $v$ are close enough, then $s$ is short.

In this abstract form, this description of a signature scheme is not specific to the GPV framework: it was first instantiated in the GGH [GGH97] and NTRUSign [HHGP+03] signature schemes. However, GGH and NTRUSign suffer of total break attacks, whereas the GPV framework is proven to be secure in the classical and quantum random oracle models assuming the hardness of SIS for some parameters. The reason behind this is somewhat subtle, and lies in the fact that GGH/NTRUSign and the GPV framework have radically different ways of computing $v$ in the signing procedure.

**Computing $v$ in GGH and NTRUSign.** In GGH and NTRUSign, $v$ is computed using an algorithm called the round-off algorithm and first formalized by Babai [Bab85, Bab86]. In this deterministic algorithm, $c_0$ is first expressed as a real linear combination of the rows of $B$, the vector of these real coordinates is then rounded coefficient-wise and multiplied again by $B$: in a nutshell, $v \leftarrow \lceil c_0B^{-1} \rceil B$, where $\lceil \cdot \rceil$ denotes coefficient-wise rounding. At the end of the procedure, $s = v - c_0$ is guaranteed to lie in the parallelepiped $[-1, 1]^m \times B$, which allows to tightly bound the norm $\|s\|$.
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The problem with this approach is that each signature \( s \) lies in \([-1, 1]^{m \times B} \), and therefore each \( s \) leaks a little information about the basis \( B \). This fact was successfully exploited by several attacks \([NR06, DN12]\) which led to a total break on the schemes.

**Computing \( v \) in the GPV framework.** A major contribution of \([GPV08]\), which is also the key difference between the GPV framework and GGH/NTRUSign, is the way \( v \) is computed. Instead of the round-off algorithm, the GPV framework relies on a randomized variant by \([Kle00]\) of the nearest plane algorithm, also formalized by Babai. Just as for the round-off algorithm, using the nearest plane algorithm would have leaked the secret basis \( B \) and resulted in a total break of the scheme. However, Klein’s algorithm prevents this: it is randomized in a way such that for a given \( m \), \( s \) is sampled according to a spherical Gaussian distribution over the shifted lattice \( c_0 + \Lambda^\perp_q \). This method is not only impervious to the attacks described hereabove, but is also proven to leak no information about the basis \( B \). Klein’s algorithm was in fact the first of a family of algorithms called trapdoor samplers. More details about trapdoor samplers are given in section 2.4.

### 2.2.1 Features and instantiation of the GPV framework

The topic of this section is to make explicit a few aspects and features of the GPV framework.

**Security in the classical and quantum oracle models.** In the original paper \([GPV08]\), the GPV framework has been proven to be secure in the random oracle model under the SIS assumption. In our case, we use NTRU lattices so we need to adapt the proof for a “NTRU-SIS” assumption, but this adaptation is straightforward. In addition, the GPV framework has also been proven to be secure in the quantum oracle model \([BDF+11]\).

**Signatures with message recovery.** In \([dPLP16]\), it has been shown that a preliminary version of Falcon can be instantiated in message-recovery mode: the message \( m \) can be recovered from the signature \( \text{sig} \). It requires to make the signature twice longer, but it allows to entirely recover a message which size is a bit less than half the size of the original signature. In situations where we can apply it, it makes Falcon even more competitive from a compactness viewpoint.

**Identity-based encryption.** Falcon can be turned into an identity-based encryption scheme. This is described in \([DLP14]\). However, this requires de-randomizing the signature procedure (see the paragraph “Statefulness, de-randomization or hash randomization”).
2.2.2 Statefulness, de-randomization or hash randomization

In the GPV framework, two different signatures $s, s'$ of a same hash $H(m)$ can never be made public simultaneously, because doing so breaks the security proof [GPV08, Section 6.1].

**Statefulness.** A first solution proposed in [GPV08, Section 6.1] is to make the scheme stateful by maintaining a list of the signed messages and of their signatures. However, maintaining such a state poses a number of operational issues, so we do not consider it as a credible solution.

**De-randomization.** A second possibility proposed by [GPV08] is to de-randomize the signing procedure. However, this raises another issue as pseudorandomness would need to be generated in a consistent way over all the implementations (it is not uncommon to have a same signing key used in different devices). While this solution can be applied in a few specific usecases, we do not consider it for the Falcon signature scheme.

**Hash randomization.** A third solution is to prepend a salt $r \in \{0, 1\}^k$ to the message $m$ before hashing it. Provided that $k$ is large enough, this effectively prevents collisions from occurring with non-negligible probability. From an operational perspective, this solution is the easiest to apply, and it is still covered by the security proof of the GPV framework (see [GPV08, Section 6.2]). For a given security level $\lambda$ and up to $q_s$ signature queries, taking $k = \lambda + \log_2(q_s)$ is enough to guarantee that the probability of collision is less than $q_s \cdot 2^{-\lambda}$.

Out of the three solutions, Falcon opts for hash randomization: a salt $r \in \{0, 1\}^{320}$ is randomly generated and prepended to the message before hashing it. The bitsize 320 is equal to $\lambda + \log_2(q_s)$ for $\lambda = 256$ the highest security level required by NIST, and $q_s = 2^{64}$ the maximal number of signature which may be queried from a single signer. This size is actually overkill for security levels $\lambda < 256$, but fixing a single size across all the security levels makes things easier from an API perspective: for example, one can hash a message without knowing the security level of the private signing key.

2.3 NTRU lattices

The first choice when instantiating the GPV framework is the class of lattices to use. The design rationale obviously plays a large part in this. Indeed, if emphasis is placed on security without compromise, then the logical choice is to use standard lattices without any additional structure, as was done e.g. in the key-exchange scheme Frodo [BCD+16].

Our main design principle is compactness. For this reason, Falcon rely on the class of NTRU lattices, introduced by Hoffstein, Pipher and Silverman [HPS98]; they come with an additional ring structure which not only does allow to reduce the public keys' size by a factor $O(n)$, but also speeds up many
computations by a factor at least $O(n/\log n)$. Even in the broader class of lattices over rings, NTRU lattices are among the most compacts: the public key can reduced to a single polynomial $h \in \mathbb{Z}_q[x]$ of degree at most $n - 1$. In doing this we follow the idea of Stehlé and Steinfeld [SS11], which have shown that the GPV framework can be used in conjunction with NTRU lattices in a provably secure way.

Compactness, however, would be useless without security. From this perspective, NTRU lattices also have reasons to inspire confidence as they have resisted extensive cryptanalysis for about two decades, and we parameterize them in a way which we believe makes them even more resistant.

### 2.3.1 Introduction to NTRU lattices

Let $\phi \in \mathbb{Z}[x]$ be a monic polynomial, and $q \in \mathbb{N}^*$. A set of NTRU secrets consists of four polynomials $f, g, F, G \in \mathbb{Z}[x]/(\phi)$ which verify the NTRU equation:

$$fG - gF = q \mod \phi \quad (2.1)$$

Provided that $f$ is invertible modulo $q$, we can define the polynomial $h \leftarrow g \cdot f^{-1} \mod q$.

Typically, $h$ will be a public key, whereas $f, g, F, G$ will be secret keys. Indeed, one can check that the matrices $\begin{bmatrix} 1 & h \end{bmatrix}$ and $\begin{bmatrix} f & g \\ F & G \end{bmatrix}$ generate the same lattice, but the first matrix contains two large polynomials ($h$ and $q$), whereas the second matrix contains only small polynomials, which allows to solve problems as illustrated in section 2.2. If $f, g$ are generated with enough entropy, then $h$ will look pseudo-random [SS11]. However in practice, even when $f, g$ are quite small, it remains hard to find small polynomials $f', g'$ such that $h = g' \cdot (f')^{-1} \mod q$. The hardness of this problem constitutes the NTRU assumption.

### 2.3.2 Instantiation with the GPV framework

We now instantiate the GPV framework described in section 2.2 over NTRU lattices:

- The public basis is $A = \begin{bmatrix} 1 & h^* \end{bmatrix}$, but this is equivalent to knowing $h$.
- The secret basis is

$$B = \begin{bmatrix} g & -f \\ G & -F \end{bmatrix} \quad (2.2)$$

One can check that the matrices $A$ and $B$ are indeed orthogonal: $B \times A^* = 0 \mod q$.

- The signature of a message $m$ consists of a salt $r$ plus a pair of polynomials $(s_1, s_2)$ such that $s_1 + s_2h = H(r\|m)$. We note that since $s_1$ is completely determined by $m, r$ and $s_2$, there is no need to send it: the signature can simply be $(r, s_2)$. 
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2.3.3 Choosing optimal parameters

Our trapdoor sampler samples signatures of norm essentially proportional to $\|B\|_{\text{GS}}$, where $\|B\|_{\text{GS}}$ denotes the Gram-Schmidt norm of $B$.

Previous works ([DLP14] and [Pre15, Sections 6.4.1 and 6.5.1]) have provided heuristic and experimental evidence that in practice, $\|B\|_{\text{GS}}$ is minimized for $\|(f, g)\| \approx 1.17 \sqrt{q}$. Therefore, we generate $f, g$ as discrete Gaussians in $\mathbb{Z}[x]/(\phi)$ centered in 0, so that the expected value of $\|(f, g)\|$ is about $1.17 \sqrt{q}$. Once this is done, very efficient ways to compute $\|B\|_{\text{GS}}$ are known, and if this value is more than $1.17 \sqrt{q}$, new polynomials $f, g$'s are regenerated and the procedure starts over.

Quasi-optimality. The bound $\|B\|_{\text{GS}} \leq 1.17 \sqrt{q}$ that we reach in practice is within a factor 1.17 of the theoretic lower bound for $\|B\|_{\text{GS}}$. Indeed, for any $B$ of the form given in equation 2.2 with $f, g, F, G$ verifying the equation 2.1, we have $\det(B) = fG - gF = q$. So $\sqrt{q}$ is a theoretic lower bound of $\|B\|_{\text{GS}}$.

2.4 Fast Fourier sampling

The second choice when instantiating the GPV framework is the trapdoor sampler. A trapdoor sampler takes as input a matrix $A$, a trapdoor $T$, a target $c$ and outputs a short vector $s$ such that $s^t A = c \mod q$. With the notations of section 2.2, this is equivalent to finding $v \in \Lambda_q^\perp$ close to $c_0$, so we may indifferently refer by the term “trapdoor samplers” to algorithms which perform one task or the other.

We now list the existing trapdoor samplers, their advantages and limitations. Obviously, being efficient is important for a trapdoor sampler. However, an equally important metric is the “quality” of the sampler: the shorter the vector $s$ is (or equivalently, the closer $v$ is to $c_0$), the more secure this sampler will be.

1. Klein’s algorithm [Kle00] takes as a trapdoor the matrix $B$. It outputs vectors $s$ of norm proportional to $\|B\|_{\text{GS}}$, which is short and therefore good for security. On the downside, its time and space complexity are in $O(m^2)$.

2. Just like Klein’s algorithm is a randomized version of the nearest plane algorithm, Peikert proposed a randomized version of the round-off algorithm [Pei10]. The good part about it is that when $B$ has a structure over rings – as in our case – then it can be made to run in time and space $O(m \log m)$. However, it outputs vectors of norm proportional to the spectral norm $\|B\|_2$ of $B$. This is larger than what we get with Klein’s algorithm, and therefore it is worse security-wise.

3. Micciancio and Peikert [MP12] proposed a novel approach in which $A$ and its trapdoor are constructed in a way which allows simple and efficient trapdoor sampling. This approach was generalized in [LW15]. Unfortunately, it is not straightforwardly compatible with NTRU lattices and whether we can reach the same level of compactness as with NTRU lattices is unclear.

4. Ducas and Prest [DP16] proposed a variant of Babai’s nearest plane algorithm for lattices over rings.
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It proceeds in a recursive way which is very similar to the fast Fourier transform, and for this reason they dubbed it “fast Fourier nearest plane”. This algorithm can be randomized as well: it results in a trapdoor sampler which combines the quality of Klein’s algorithm, the efficiency of Peikert’s and can be used over NTRU lattices.

Of the four approaches we just described, it seems clear to us that a randomized variant of the fast Fourier nearest plane [DP16] is the most adequate choice given our design rationale and our previous design choices (NTRU lattices). For this reason, it is the trapdoor sampler used in Falcon.

<table>
<thead>
<tr>
<th>Sampler</th>
<th>Fast</th>
<th>Short output s</th>
<th>NTRU-friendly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Klein [Kle00]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Peikert [Pei10]</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Micciancio-Peikert [MP12]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Ducas-Prest [DP16]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of the different trapdoor samplers

Choosing the standard deviation. When using a trapdoor sampler, an important parameter to set is the standard deviation $\sigma$. If it is too low, then it is no longer guaranteed that the sampler not leak the secret basis (and indeed, for all known samplers, a value $\sigma = 0$ opens the door to learning attacks à la [NR06, DN12]). But if it is too high, the sampler does not return optimally short vectors and the scheme is not as secure as it could be. So there is a compromise to be found.

Our fast Fourier sampler shares many similarities with Klein’s sampler, including the optimal value for $\sigma$ (i.e. the shortest which is known not to leak the secret basis). According to [Pre17], it is sufficient for the security level and number of queries set by NIST to take $\sigma \leq 1.312 \|B\|_{GS}$, which in our case translates to $\sigma \leq 1.55\sqrt{q}$.

2.5 Security

2.5.1 Known Attacks

Key Recovery. The most efficient attacks come from lattice reduction. We start by considering the lattice $(\mathbb{Z}[x]/(\phi))^2 \left\{ \begin{array}{c} 0 \\ 1 \end{array} \right\} \gamma_h$. After using lattice reduction on this basis, we enumerate all lattice points in a ball of radius $\sqrt{2n}\sigma'$, centered on the origin. With significant probability, we are therefore able to find $\left[ \begin{array}{c} g \\ f \end{array} \right]$. If we use a block-size of $B$, enumeration takes negligible time if the $2n - B$th Gram-Schmidt norm is larger than $0.75\sqrt{B}\sigma'$. For the best known lattice reduction algorithm, DBKZ [MW16], it is

$$\left( \frac{B}{2\pi e} \right)^{(1-n/B)} \sqrt{q}.$$
It is then easy to deduce $B$, and to show that $B = n + o(n)$. This gives $B = 652$ when $n = 768$ and $B = 921$ when $n = 1024$. The security implied is detailed in the following table, using the methodology of New Hope [ADPS16].

<table>
<thead>
<tr>
<th>$n$</th>
<th>$B$</th>
<th>Classical</th>
<th>Quantum</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>392</td>
<td>114</td>
<td>103</td>
</tr>
<tr>
<td>768</td>
<td>652</td>
<td>195</td>
<td>172</td>
</tr>
<tr>
<td>1024</td>
<td>921</td>
<td>263</td>
<td>230</td>
</tr>
</tbody>
</table>

**Forging a Signature.** Forging a signature can be performed by finding a lattice point at distance bounded by $\beta$ from a random point, in the same lattice as above. This task is also eased by first carrying out lattice reduction on the original basis. One possibility is to enumerate all lattice points in a ball of radius $\sqrt{\frac{m}{n}}$. As this ball is larger than the one of the previous attack, it would be slower. It may seem as if it would be much smaller than the previous attack due to a factor $\Theta(\sqrt{n})$ in the radius. It is not the case, since the lattice has an (almost) orthogonal basis, which implies there are few $2^{o(n)}$ points at distance in $o(\sqrt{n})$. This implies that the proposed method essentially starts by recovering the secret key, so that it is slower than the previous algorithm. Also, embedding the point in the lattice does not help: the distance to the lattice is $\Theta(\sqrt{n})$ greater than the shortest non-zero point.

**Combinatorial attack.** If we were to choose $q = O(n)$, the size of the coefficients would be constant. Then, Kirchner-Fouque [KF15] BKW variant would run in time $2^{n/((2+o(1)) \log \log n)}$ to recover the key, i.e. asymptotically faster than the previous algorithms. It indicates that the most compact scheme uses $q = n^{1+\epsilon+o(1)}$ for some $\epsilon > 0$. However, since $n$ is not huge, our moderate $q$ is enough to make this attack irrelevant. Indeed, even assuming that nearest neighbor search runs in constant time and other optimistic assumptions, the best combinatorial attack runs in time $2^{135}$ for $n = 512$.

**Hybrid attack.** The hybrid attack [HG07] combines a meet-in-the-middle algorithm and the key recovery algorithm. It was used with great effect against NTRU, due to its choice of sparse polynomials. This is however not the case here, so that its impact is much more modest, and counterbalanced by the lack of sieve enumeration.

**Dense, high rank sublattice.** Recent works [ABD16, CJL16, KF17] have shown that when $f, g$ are extremely small compared to $q$, it is easy to attack cryptographic schemes based on NTRU lattices. To the contrary, in Falcon we take $f, g$ to be not too small while $q$ is hardly large: a side-effect is that this makes our scheme impervious to the so-called “overstretched NTRU” attacks. In particular, even if $f, g$ were taken to be binary, we would have to select $q > n^{2.83}$ for this property to be useful for cryptanalysis. Our large margin should allow even significant improvements of this algorithm to be irrelevant to our case.
**Algebraic attacks.** While there is a rich algebraic structure in FALCON, there is no known way to improve all the algorithms previously mentioned with respect to their general lattice equivalent by more than a factor \( n^2 \). However, there exist efficient algorithms for finding not-so-small elements in ideals of \( \mathbb{Z}[x]/(\phi) \) [CDW17].

### 2.5.2 Precision of the Floating-Point Arithmetic

Trapdoor samplers usually require the use of floating-point arithmetics, and our fast Fourier sampler is no exception. This naturally raises the question of the precision required to claim meaningful security bounds. A naive analysis would require a precision of \( O(\lambda) \) bits (nonwithstanding logarithmic factors), but this would result in a substantially slower signature generation procedure.

In order to analyze the required precision, we use a Rényi divergence argument. As in [MW17], we denote by \( a \lesssim b \) the fact that \( a \leq b + o(b) \), which allows to discard negligible factors in a rigorous way. Our fast Fourier sampler is a recursive algorithm which relies on \( 2n \) discrete samplers \( D_{\mathbb{Z},c_j,\sigma_j} \). We suppose that the values \( c_j \) (resp. \( \sigma_j \)) are known with an absolute error (resp. relative error) at most \( \delta_c \) (resp. \( \delta_\sigma \)) and denote by \( D \) (resp. \( \bar{D} \)) the output distribution of our sampler with infinite (resp. finite) precision. We can then re-use the precision analysis of Klein’s sampler in [Pre17, Section 4.5]. For any output of our sampler with non-negligible probability, in the worst case:

\[
\log \left( \frac{\bar{D}(z)}{D(z)} \right) \lesssim 2n \left[ \frac{\sqrt{154}}{1.312} \delta_c + (2\pi + 1)\delta_\sigma \right] \leq 20n(\delta_c + \delta_\sigma) \quad (2.3)
\]

In the average case, the value \( 2n \) in equation 2.3 can be replaced with \( \sqrt{2}n \). Following the security arguments of [Pre17, Section 3.3], this allows to claim that in average, there is no security loss to be expected if \( (\delta_c + \delta_\sigma) \leq 2^{-46} \).

To check if this is the case for FALCON, we have run FALCON in two different precisions, a high precision of 200 bits and a standard precision of 53 bits, and compared the values of the \( c_j, \sigma_j \)'s. The result of these experiments is that we always have \( (\delta_c + \delta_\sigma) \leq 2^{-40} \); while this is higher than \( 2^{-46} \), the difference is of only 6 bits. Therefore, we consider that 53 bits of precision are sufficient for NIST’s parameters (security level \( \lambda \leq 256 \), number of queries \( q_s \leq 2^{64} \)), and that the possibility of our signature procedure leaking information about the secret basis is a purely theoretic threat.
2.6 Advantages and Limitations of Falcon

This section lists the advantages and limitations of Falcon.

2.6.1 Advantages

Compactness. The main advantage of Falcon is its compactness. This doesn’t really come as a surprise as Falcon was designed with compactness as the main criterion. Stateless hash-based signatures often have small public keys, but large signatures \([BHH^{+15}, AE17]\). Conversely, some multivariate \([KPG99, DS05]\) and code-based \([CFS01]\) signature schemes achieve very small signatures but they require large public keys. Lattice-based schemes \([DLL^{+17}]\) can somewhat offer the best of both worlds, but we do not know of any post-quantum signature schemes getting \(|pk| + |\text{sig}|\) to be as small as Falcon does.

Fast signature generation and verification. The signature generation and verification procedures are very fast. This is especially true for the verification algorithm, but even the signature algorithm can perform more than 1000 signatures per second on a moderately-powered computer.

Security in the ROM and QROM. The GPV framework comes with a security proof in the random oracle, and a security proof in the quantum random oracle model was later provided in \([BDF^{+11}]\). This stands in contrast with schemes using the Fiat-Shamir heuristic, which are notoriously harder to render secure in the QROM \([KLS17, Unr17]\).

Modular design. The design of Falcon is modular. Indeed, we instantiate the GPV framework with NTRU lattices, but it would be easy to replace NTRU lattices with another class of lattices if necessary. Similarly, we use fast Fourier sampling as our trapdoor sampler, but it is not necessary either. Actually, an extreme simplicity/speed trade-off would be to replace our fast Fourier sampler with Klein’s sampler: signature generation would be about two orders of magnitudes slower, but it would be simpler to implement and the security would remain exactly the same.

Message recovery mode. In some situations, it can be advantageous to use Falcon in message-recovery mode. The signature becomes twice as long but the message does not need to be sent anymore, which induces a gain on the total communication complexity.

Identity-based encryption. As shown in \([DLP14]\), Falcon can be converted into an identity-based encryption scheme in a straightforward manner.
Easy signature verification. The signature procedure is very simple: essentially, one just needs to compute \( H(r\|m) − s_2h \mod q \), which boils down to a few NTT operations and a hash computation.

2.6.2 Limitations

FALCON also has a few limitations. These limitations are implementation-related and interestingly, they concern only the signer. We list them below.

Delicate implementation. We believe that both the key generation procedure and the fast Fourier sampling are non-trivial to understand and delicate to implement, and constitute the main shortcoming of FALCON. On the bright side, the fast Fourier sampling uses subroutines of the fast Fourier transform as well as trees, two objects most implementers are familiar with.

Floating-point arithmetic. Our signing procedure uses floating-point arithmetic with 53 bits of precision. While this poses no problem for a software implementation, it may prove to be a major limitation when implementation on constrained devices – in particular those without a floating-point unit – will be considered.

Unclear side-channel resistance. FALCON relies heavily on discrete Gaussian sampling over the integers. How to implement this securely with respect to timing and side-channel attacks has remained largely unstudied, save for a few exceptions [MW17, RRVV14].
Chapter 3

Specification of FALCON

3.1 Overview

Main elements in FALCON are polynomials of degree $n$ with integer coefficients. The degree $n$ is normally a power of two (typically 512 or 1024) or a small multiple of a power of two (e.g. 768). Computations are done modulo a monic polynomial of degree $n$ denoted $\phi$ (in practice, $\phi$ will be a cyclotomic polynomial).

Mathematically, within the algorithm, some polynomials are interpreted as vectors, and some others as matrices: a polynomial $f$ modulo $\phi$ then stands for a square $n \times n$ matrix, whose rows are $x^i f \mod \phi$ for all $i$ from 0 to $n - 1$. It can be shown that additions and multiplications of such matrices map to additions and multiplications of polynomials modulo $\phi$. We can therefore express most of FALCON in terms of operations on polynomials, even when we really are handling matrices that define a lattice.

The public key is a basis for a lattice of dimension $2n$:

$$\begin{bmatrix} -h & I_n \\ qI_n & O_n \end{bmatrix}$$  \hspace{1cm} (3.1)

where $I_n$ is the identity matrix of dimension $n$, $O_n$ contains only zeros, and $h$ is a polynomial modulo $\phi$ that stands for an $n \times n$ sub-matrix, as explained above. Coefficients of $h$ are integers that range from 0 to $q - 1$, where $q$ is a specific small prime (in the recommended parameters, $q$ is either 12289 or 18433).

The corresponding private key is another basis for the very same lattice, expressed as:

$$\begin{bmatrix} g & -f \\ G & -F \end{bmatrix}$$  \hspace{1cm} (3.2)

where $f$, $g$, $F$ and $G$ are short integral polynomials modulo $\phi$, that fulfill the two following relations:

$$h = g/f \mod \phi \mod q$$
$$fG - gF = q \mod \phi$$  \hspace{1cm} (3.3)
Such a lattice is known as a complete NTRU lattice, and the second relation, in particular, is called the NTRU equation. Take care that while the relation $h = g/f$ is expressed modulo $q$, the lattice itself, and the polynomials, use nominally unbounded integers.

**Key pair generation** involves choosing random $f$ and $g$ polynomials using an appropriate distribution that yields short, but not too short, vectors; then, the NTRU equation is solved to find matching $F$ and $G$. Keys are described in section 3.4, and their generation is covered in section 3.8.

**Signature generation** consists in first hashing the message to sign, along with a random nonce, into a polynomial $c$ modulo $\phi$, whose coefficients are uniformly mapped to integers in the 0 to $q - 1$ range; this process is described in section 3.7. Then, the signer uses his knowledge of the secret lattice basis $(f, g, F, G)$ to produce a pair of short polynomials $(s_1, s_2)$ such that $s_1 = c - s_2 h \mod \phi \mod q$. The signature properly said is $s_2$.

Finding small vectors $s_1$ and $s_2$ is, in all generality, an expensive process. FALCON leverages the special structure of $\phi$ to implement it as a divide-and-conquer algorithm similar to the Fast Fourier Transform, which greatly speeds up operations. Moreover, some “noise” is added to the sampled vectors, with carefully tuned Gaussian distributions, to prevent signatures from leaking too much information about the private key. The signature generation process is described in section 3.9.

**Signature verification** consists in recomputing $s_1$ from the hashed message $c$ and the signature $s_2$, and then verifying that $(s_1, s_2)$ is an appropriately short vector. Signature verification can be done entirely with integer computations modulo $q$; it is described in section 3.10.

Encoding formats for keys and signatures are described in section 3.11. In particular, since the signature is a short polynomial $s_2$, its elements are on average close to 0, which allows for a custom compressed format that reduces signature size.

Recommended parameters for several security levels are defined in section 3.12.

### 3.2 Technical overview

In this section, we provide an overview of the used techniques. As FALCON is arguably math-heavy, a clear comprehension of the mathematical principles in action goes a long way towards understanding and implementing it.

FALCON works with elements in number fields of the form $\mathbb{Q}[x]/(\phi)$. Here $\phi$ denotes a cyclotomic polynomial, that is, a polynomial of the form $\phi(x) = \prod_{\zeta \in \Omega}(x - \zeta)$ where $\Omega$ denotes the set of primitive $m$-th roots of unity for an integer $m$. In particular, we will always use one of these two types of polynomials:

- $\phi = x^n + 1$ for $n = 2^k$; as this polynomial is binary and will entail manipulating binary trees, we will say that we are in the binary case whenever we work with it; we note that in this case $\phi(x) = \prod_{k \in \mathbb{Z}_m^*}(x - \zeta^k)$, with $m = 2n$ and $\zeta$ an arbitrary primitive $m$-th root of 1 (e.g. $\zeta = \exp(\frac{2\pi i}{m})$).
\[ \phi = x^n - x^{n/2} + 1 \text{ with } n = 3 \cdot 2^k; \text{ as this polynomial is ternary and will entail manipulating ternary trees, we will say that we are in the ternary case whenever we work with it. We note that in this case } \phi(x) = \prod_{k \in \mathbb{Z}_m} (x - \zeta^k), \text{ where } m = 3n \text{ and } \zeta \text{ is a primitive } m\text{-th root of 1.} \]

The interesting part about these number fields \( \mathbb{Q}[x]/(\phi) \) is that they come with a tower-of-fields structure. Indeed, in the binary case, we have the following tower of fields:

\[ \mathbb{Q} \subseteq \mathbb{Q}[x]/(x^2 + 1) \subseteq \cdots \subseteq \mathbb{Q}[x]/(x^{n/2} + 1) \subseteq \mathbb{Q}[x]/(x^n + 1) \quad (3.4) \]

Similarly, in the ternary case, we have the following tower of fields:

\[ \mathbb{Q} \subseteq \mathbb{Q}[x]/(x^2 - x + 1) \subseteq \mathbb{Q}[x]/(x^6 - x^3 + 1) \subseteq \mathbb{Q}[x]/(x^{12} - x^6 + 1) \subseteq \cdots \]
\[ \ldots \subseteq \mathbb{Q}[x]/(x^{n/2} - x^{n/4} + 1) \subseteq \mathbb{Q}[x]/(x^n - x^{n/2} + 1) \quad (3.5) \]

In both the binary and ternary cases, we will rely on this tower-of-fields structure. Even more importantly for our purposes, by splitting polynomials between their odd and even coefficients we have the following chain of space isomorphisms:

\[ \mathbb{Q}^{n} \cong (\mathbb{Q}[x]/(x^2 + 1))^{n/2} \cong \cdots \cong (\mathbb{Q}[x]/(x^{n/2} + 1))^2 \cong \mathbb{Q}[x]/(x^n + 1) \quad (3.6) \]

Similarly, in the ternary case, we have the following chain of space isomorphisms:

\[ \mathbb{Q}^{n} \cong (\mathbb{Q}[x]/(x^2 - x + 1))^{n/2} \cong (\mathbb{Q}[x]/(x^6 - x^3 + 1))^{n/6} \cong \cdots \cong \mathbb{Q}[x]/(x^n - x^{n/2} + 1) \quad (3.7) \]

The equations 3.4, 3.5, 3.6 and 3.7 remain valid when replacing \( \mathbb{Q} \) by \( \mathbb{Z} \), in which case they describe a tower of rings and a chain of module isomorphisms.

We will see in section 3.6 that for appropriately defined multiplications, these are actually chains of ring isomorphisms. The equations 3.6 and 3.7 will be used to make our signature generation fast and “good”: in lattice-based cryptography, the smaller the norm of signatures are, the better. So by “good” we mean that our signature generation will output signatures with a small norm.

On one hand, classical algebraic operations in the fields \( \mathbb{Q}[x]/(x^n - x^{n/2} + 1) \) and \( \mathbb{Q}[x]/(x^n + 1) \) are fast, and using them will make our signature generation fast. On the other hand, we will use the isomorphisms exposed in equations 3.6 and 3.7 as a leverage to output signatures with small norm. However, using these endomorphisms to their full potential is not easy, as it entails manipulating individual coefficients of polynomials (or of their Fourier transform) and working with binary or even ternary trees. We will see that most of the technicalities of FALCON arise from this.
3.3 Notations

Cryptographic parameters. For a cryptographic signature scheme, $\lambda$ denotes its security level and $q_s$ the maximal number of signature queries which may be made. Following the assumptions of [NIS16], we suppose that $q_s \leq 2^{64}$.

Matrices, vectors and scalars. Matrices will usually be in bold uppercase (e.g. $B$), vectors in bold lowercase (e.g. $v$) and scalars – which include polynomials – in italic (e.g. $s$). We use the row convention for vectors. The transpose of a matrix $B$ may be noted $B^t$. It is to be noted that for a polynomial $f$, we do not use $f'$ to denote its derivative in this document.

Quotient rings. For $q \in \mathbb{N}^*$, we denote by $\mathbb{Z}_q$ the quotient ring $\mathbb{Z}/q\mathbb{Z}$; in Falcon, $q$ is prime so $\mathbb{Z}_q$ becomes a finite field. We also denote by $\mathbb{Z}_q^*$ the group of invertible elements of $\mathbb{Z}_q$, and by $\varphi$ Euler’s totient function: $\varphi(q) = |\mathbb{Z}_q^*|$.

Number fields. We denote by $\phi$ a monic polynomial of $\mathbb{Z}[x]$, irreducible in $\mathbb{Q}[x]$, of degree $n$ and with distinct roots over $\mathbb{C}$. In Falcon, we will always consider $\phi$ to take one of these two forms:

- **Binary case.** $\phi = x^n + 1$ for $n = 2^k$;
- **Ternary case.** $\phi = x^n - x^{n/2} + 1$ with $n = 3 \cdot 2^k$.

Let $a = \sum_{i=0}^{n-1} a_i x^i$ and $b = \sum_{i=0}^{n-1} b_i x^i$ be arbitrary elements of the number field $Q = \mathbb{Q}[x]/(\phi)$. We note $a^*$ and call (Hermitian) adjoint of $a$ the unique element of $Q$ such that for any root $\zeta$ of $\phi$, $a^*(\zeta) = \overline{a(\zeta)}$, where $\overline{\cdot}$ is the usual complex conjugation over $\mathbb{C}$. For the values of $\phi$ considered in Falcon, $a^*$ can be expressed simply:

- **Binary case.** If $\phi = x^n + 1$ with $n = 2^k$ a power of 2, then
  $$a^* = a_0 - \sum_{i=1}^{n-1} a_i x^{n-i}$$  
  (3.8)

- **Ternary case.** If $\phi = x^n - x^{n/2} + 1$ with $n = 3 \cdot 2^k$, then
  $$a^* = a_0 + \sum_{i=1}^{n-1} a_i (x^{n/2-i} - x^{n-i})$$  
  (3.9)

We extend this definition to vectors and matrices: the adjoint $B^*$ of a matrix $B \in Q^{n \times m}$ (resp. a vector $v$) is the component-wise adjoint of the transpose of $B$ (resp. $v$).

The inner product over $Q$ is $\langle a, b \rangle = \frac{1}{\deg(\phi)} \sum_{\phi(\zeta) = 0} a(\zeta) \cdot \overline{b(\zeta)}$, and the associated norm is $\|a\| = \sqrt{\langle a, a \rangle}$. We extend this definition to vectors: for $u = (u_i)_i$ and $v = (v_i)_i$ in $Q^m$, we define $\langle u, v \rangle$ as $\sum_i \langle u_i, v_i \rangle$. Of special interest to us is the expression of the norm for specific values of $\phi$. 
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• Binary case. The norm coincides with the usual coefficient-wise euclidean norm:
\[ \|a\|^2 = \sum_{0 \leq i < n} a_i^2; \quad (3.10) \]

• Ternary case. The norm can be expressed as:
\[ \|a\|^2 = \sum_{0 \leq i < n/2} (a_i^2 + a_i a_{i+n/2} + a_{i+n/2}^2). \quad (3.11) \]

Ring Lattices. For the rings \( \mathbb{Q} = \mathbb{Q}[x]/(\phi) \) and \( \mathcal{Z} = \mathbb{Z}[x]/(\phi) \), positive integers \( m \geq n \) and a full-rank matrix \( B \in \mathbb{Q}^{n \times m} \), we denote by \( \Lambda(B) \) and call lattice generated by \( B \) the set \( \mathbb{Z}^n \cdot B = \{ zB \mid z \in \mathbb{Z}^n \} \). By extension, a set \( \Lambda \) is a lattice if there exists a matrix \( B \) such that \( \Lambda = \Lambda(B) \). We may say that \( \Lambda \subseteq \mathbb{Z}^m \) is a \( q \)-ary lattice if \( q \mathbb{Z}^m \subseteq \Lambda \).

Discrete Gaussians. For \( \sigma, \mu \in \mathbb{R} \) with \( \sigma > 0 \), we define the Gaussian function \( \rho_{\sigma,\mu}(x) = \exp(-|x - \mu|^2/2\sigma^2) \), and the discrete Gaussian distribution \( D_{\mathbb{Z},\sigma,\mu} \) over the integers as
\[ D_{\mathbb{Z},\sigma,\mu}(x) = \frac{\rho_{\sigma,\mu}(x)}{\sum_{z \in \mathbb{Z}} \rho_{\sigma,\mu}(z)}. \quad (3.12) \]
The parameter \( \mu \) may be omitted when it is equal to zero.

Field norm. Let \( \mathbb{K} \) be a number field of degree \( n = [\mathbb{K} : \mathbb{Q}] \) over \( \mathbb{Q} \) and \( \mathbb{L} \) be a Galois extension of \( \mathbb{K} \). We denote by \( \text{Gal}(\mathbb{L}/\mathbb{K}) \) the Galois group of \( \mathbb{L}/\mathbb{K} \). The field norm \( N_{\mathbb{L}/\mathbb{K}} : \mathbb{L} \rightarrow \mathbb{K} \) is a map defined for any \( f \in \mathbb{L} \) by the product of the Galois conjugates of \( f \):
\[ N_{\mathbb{L}/\mathbb{K}}(f) = \prod_{g \in \text{Gal}(\mathbb{L}/\mathbb{K})} g(f). \quad (3.13) \]
Equivalently, \( N_{\mathbb{L}/\mathbb{K}}(f) \) can be defined as the determinant of the \( \mathbb{K} \)-linear map \( y \in \mathbb{L} \mapsto fy \). One can check that the field norm is a multiplicative morphism.

The Gram-Schmidt orthogonalization. Any matrix \( B \in \mathbb{Q}^{n \times m} \) can be decomposed as follows:
\[ B = L \times \tilde{B}, \quad (3.14) \]
where \( L \) is lower triangular with 1’s on the diagonal, and the rows \( \tilde{b}_i \)'s of \( \tilde{B} \) verify \( b_i and b_j \) for \( i \neq j \). When \( B \) is full-rank, this decomposition is unique, and it is called the Gram-Schmidt orthogonalization (or GSO). We will also call Gram-Schmidt norm of \( B \) the following value:
\[ \|B\|_{\text{GS}} = \max_{b_i \in B} \|\tilde{b}_i\|. \quad (3.15) \]
The LDL* decomposition. Closely related to the GSO is the LDL* decomposition. It writes any full-rank Gram matrix as a product \( LDL^* \), where \( L \in Q^{n \times n} \) is lower triangular with 1’s on the diagonal, and \( D \in Q^{n \times n} \) is diagonal. It can be computed using algorithm 14.

The LDL* decomposition and the GSO are closely related as for a basis \( B \), there exists a unique GSO \( B = L \cdot \tilde{B} \) and for a full-rank Gram matrix \( G \), there exists a unique LDL* decomposition \( G = LDL^* \). If \( G = BB^* \), then \( G = L \cdot (\tilde{B} \tilde{B}^*) \cdot L^* \) is a valid LDL* decomposition of \( G \). As both decompositions are unique, the matrices \( L \) in both cases are actually the same. In a nutshell:

\[
\begin{align*}
L \cdot \tilde{B} \text{ is the GSO of } B \quad &\iff \quad L \cdot (\tilde{B} \tilde{B}^*) \cdot L^* \text{ is the LDL* decomposition of } (BB^*).
\end{align*}
\]

The reason why we present both equivalent decompositions is because the GSO is a more familiar concept in lattice-based cryptography, whereas the use of LDL* decomposition is faster and therefore makes more sense from an algorithmic point of view.

### 3.4 Keys

#### 3.4.1 Public Parameters

Public keys use some public parameters that are shared by many key pairs:

1. A cyclotomic polynomial \( \phi \in \mathbb{Z}[x] \), which is monic and irreducible. In FALCON, \( \phi \) is either of these two types of polynomials:
   
   - Binary case. \( \phi = x^n + 1 \), where \( n = 2^k \) is a power of 2;
   - Ternary case. \( \phi = x^n - x^{n/2} + 1 \), where \( n = 3 \cdot 2^k \) is 3 times a power of 2;

2. A modulus \( q \in \mathbb{N}^* \). In FALCON, \( q \) may take either of these two values:
   
   - Binary case. If \( n = 2^k \) is a power of 2, then \( q = 12289 \);
   - Ternary case. If \( n = 3 \cdot 2^k \) is 3 times a power of 2, then \( q = 18433 \);

   In both cases, \( q \) is chosen so that \( (\phi \mod q) \) splits over \( \mathbb{Z}_q[x] \).

3. A real bound \( \beta > 0 \).

For clarity, all the parameters presented may be omitted (e.g. in algorithms’ headers) when clear from context.

#### 3.4.2 Private Key

The core of a FALCON private key \( sk \) consists of four polynomials \( f, g, F, G \in \mathbb{Z}[x]/(\phi) \) with short integer coefficients, verifying the NTRU equation:

\[
fG - gF = q \mod \phi.
\]
The polynomial $f$ shall furthermore be invertible in $\mathbb{Z}_q[x]/(\phi)$.

Given $f$ and $g$ such that there exists a solution $(F, G)$ to the NTRU equation, $F$ and $G$ may be recomputed dynamically, but that process is computationally expensive; therefore, it is normally expected that at least $F$ will be stored along $f$ and $g$ (given $f$, $g$ and $F$, $G$ can be efficiently recomputed).

Two additional elements are computed from the private key, and may be recomputed dynamically, or stored along $f$, $g$ and $F$:

- The FFT representations of $f$, $g$, $F$ and $G$, ordered in the form of a matrix:

$$
\hat{B} = \begin{bmatrix}
\text{FFT}(g) & -\text{FFT}(f) \\
\text{FFT}(G) & -\text{FFT}(F)
\end{bmatrix},
$$

(3.18)

where $\text{FFT}(a)$ denotes the fast Fourier transform of $a$ in the underlying ring (here, the ring is $\mathbb{R}[x]/(\phi)$).

- A FALCON tree $T$, described at the end of this section. An important subtlety in FALCON is that the nature of the FALCON tree differs depending on $\phi$: in the binary case (i.e. $\phi = x^n + 1$), the FALCON tree is a binary tree – each node has at most two children –, and in the ternary case (i.e. $\phi = x^n - x^{n/2} + 1$), the FALCON tree is a ternary tree – each node has at most three children.

FFT representations are described in section 3.5. The FFT representation of a polynomial formally consists of $n$ complex numbers (a complex number is normally encoded as two 64-bit floating-point values); however, the FFT representation of a real polynomial $f$ is redundant, because for each complex root $\zeta$ of $\phi$, its conjugate $\bar{\zeta}$ is also a root of $\phi$, and $f(\zeta) = f(\bar{\zeta})$. Therefore, the FFT representation of a polynomial may be stored as $n/2$ complex numbers, and $\hat{B}$, when stored, requires $2n$ complex numbers.

**FALCON binary trees.** FALCON binary trees are defined inductively as follows:

- A FALCON binary tree $T$ of height 0 consists of a single node whose value is a real $\sigma > 0$.

- A FALCON binary tree $T$ of height $\kappa$ verifies these properties:
  - The value of its root, noted $T.$value, is a polynomial $\ell \in \mathbb{Q}[x]/(x^n + 1)$ with $n = 2^\kappa$.
  - Its left and right children, noted $T.$leftchild and $T.$rightchild, are FALCON binary trees of height $\kappa - 1$.

The values of internal nodes – which are real polynomials – are stored in FFT representation (i.e. as complex numbers, see section 3.5 for a formal definition). Hence all the nodes of a FALCON binary tree contain polynomials in FFT representation, except the leaves which contain real values $> 0$.

A FALCON binary tree of height 3 is represented in the figure 3.1. As illustrated by the figure, a FALCON binary tree can be easily represented by an array of $2^\kappa (1 + \kappa)$ complex numbers (or exactly half as many, if the redundancy of FFT representation is leveraged, as explained above), and access to the left and right children can be performed efficiently using simple pointer arithmetic.
**FALCON ternary trees.** In the ternary case, a mostly binary tree is built, except in one level whose nodes have three children instead of two. Generally speaking, leaf nodes correspond to degree 1, and each upper level either doubles or triples the degree; the tree root then corresponds to the degree \( n \) of \( \phi \). Since \( n = 3 \cdot 2^k \), there must be exactly one level that corresponds to a “degree tripling”; nodes in that level have three children each.

Exactly which level consists in ternary nodes is in fact left open as an implementation choice. The description of FALCON in this specification corresponds to a tripling immediately above the leaf nodes. As in the binary case, the index of each node in a continuous array representation can be efficiently computed.

The contents of a FALCON tree \( T \) are computed from the private key elements \( f, g, F \) and \( G \) using the algorithms described in section 3.8.3.

### 3.4.3 Public key

The FALCON public key \( pk \) corresponding to the private key \( sk = (f, g, F, G) \) is a polynomial \( h \in \mathbb{Z}_q[x]/(\phi) \) such that:

\[
h = g f^{-1} \mod (\phi, q).
\]  

### 3.5 FFT and NTT

**The FFT.** Let \( f \in \mathbb{Q}[x]/(\phi) \). We note \( \Omega_{\phi} \) the set of complex roots of \( \phi \). We suppose that \( \phi \) is monic with distinct roots over \( \mathbb{C} \), so that \( \phi(x) = \prod_{\zeta \in \Omega_{\phi}} (x - \zeta) \). We denote by \( \text{FFT}_\phi(f) \) the fast Fourier transform of \( f \) with respect to \( \phi \):

\[
\text{FFT}_\phi(f) = (f(\zeta))_{\zeta \in \Omega_{\phi}}
\]  

Figure 3.1: A FALCON binary tree of height 3
When $\phi$ is clear from context, we simply note $\text{FFT}(f)$. We may also use the notation $\hat{f}$ to indicate that $\hat{f}$ is the FFT of $f$. $\text{FFT}_\phi$ is a ring isomorphism, and we note $\text{invFFT}_\phi$ its inverse. The multiplication in the FFT domain is denoted by $\odot$. We extend the FFT and its inverse to matrices and vectors by component-wise application.

Additions, subtractions, multiplications and divisions of polynomials modulo $\phi$ can be computed in FFT representations by simply performing them on each coordinate. In particular, this makes multiplications and divisions very efficient.

Of particular interest to us is the FFT for the particular values of $\phi$ taken in FALCON:

- Binary case: $\Omega_\phi = \{\zeta^k | k \in \mathbb{Z}_{2^n}\}$, with $\zeta$ a primitive $2n$-th complex root of 1.
- Ternary case: $\Omega_\phi = \{\zeta^k | k \in \mathbb{Z}_{3^n}\}$, with $\zeta$ a primitive $3n$-th complex root of 1.

A note on implementing the FFT. There exist several ways of implementing the FFT, which may yield slightly different results. For example, some implementations of the FFT scale our definition by a constant factor (e.g. $1 / \deg(\phi)$). Another differentiation point is the order of (the roots of) the FFT. Common orders are the increasing order (i.e. the roots are sorted by their order on the unit circle, starting at 1 and moving clockwise) or (variants of) the bit-reversal order. In the case of FALCON:

- The FFT is not scaled by a constant factor.
- There is no constraint on the order of the FFT, the choice is left to the implementer. However, the chosen order shall be consistent for all the algorithms using the FFT.

Representation of polynomials in algorithms. The algorithms which specify FALCON heavily rely on the fast Fourier transform, and some of them explicitly require that the inputs and/or outputs are given in FFT representation. When the directive “Format:” is present at the beginning of an algorithm, it specifies in which format (coefficient or FFT representation) the input/output polynomials shall be represented. When the directive “Format:” is absent, no assumption on the format of the input/output polynomials is made.

The NTT. The NTT (Number Theoretic Transform) is the analog of the FFT in the field $\mathbb{Z}_p$, where $p$ is a prime such that $p = 1 \mod 2n$ (binary case) or $p = 1 \mod 3n$ (ternary case). Under these conditions, $\phi$ has exactly $n$ roots ($\omega_i$) over $\mathbb{Z}_p$, and any polynomial $f \in \mathbb{Z}_p[x]/(\phi)$ can be represented by the values $f(\omega_i)$. Conversion to and from NTT representation can be done efficiently in $O(n \log n)$ operations in $\mathbb{Z}_p$. When in NTT representation, additions, subtractions, multiplications and divisions of polynomials (modulo $\phi$ and $p$) can be performed coordinate-wise in $\mathbb{Z}_p$.

In FALCON, the NTT allows for faster implementations of public key operations (using $\mathbb{Z}_q$) and key pair generation (with various medium-sized primes $p$). Private key operations, though, rely on the fast Fourier sampling, which uses the FFT, not the NTT.
3.6 Splitting and Merging

In this section, we make explicit the chains of isomorphisms described in section 3.2, by presenting splitting (resp. merging) operators which allow to travel these chains from right to left (resp. left to right).

Let \( \phi, \phi' \) be cyclotomic polynomials such that we either have \( \phi(x) = \phi'(x^2) \) or \( \phi(x) = \phi'(x^3) \). In this section we define operators which are at the heart of our signing algorithm. Our algorithms require the ability to split an element of \( \mathbb{Q}[x]/(\phi) \) into two or three smaller elements of \( \mathbb{Q}[x]/(\phi') \). Conversely, we will require the ability to merge small elements of \( \mathbb{Q}[x]/(\phi') \) into a larger element of \( \mathbb{Q}[x]/(\phi) \).

3.6.1 Bisection: when \( \phi(x) = \phi'(x^2) \)

In this section we suppose that \( \phi(x) = \phi'(x^2) \) and define operators splitting a polynomial \( f \in \mathbb{Q}[x]/(\phi) \) in two smaller polynomials of \( \mathbb{Q}[x]/(\phi') \), or performing the reciprocal merging operation.

The \texttt{splitfft}_2 operator. Let \( n \) be the degree of \( \phi \), and \( f = \sum_{i=0}^{n-1} a_i x^i \) be an arbitrary element of \( \mathbb{Q}[x]/(\phi) \), \( f \) can be decomposed uniquely as \( f(x) = f_0(x^2) + x f_1(x^2) \), with \( f_0, f_1 \in \mathbb{Q}[x]/(\phi') \). In coefficient representation, such a decomposition is straightforward to write:

\[
f_0 = \sum_{0 \leq i < n/2} a_{2i} x^i \quad \text{and} \quad f_1 = \sum_{0 \leq i < n/2} a_{2i+1} x^i
\]

(3.21)

\( f \) is simply split with respect to its even or odd coefficients. We note \( (f_0, f_1) = \text{split}_2(f) \). In \textsc{Falcon}, polynomials are repeatedly split, multiplied together, split again and so forth. To avoid switching back and forth between the coefficient and FFT representation, we always perform the split operation in the FFT representation. It is defined in algorithm 1.

Algorithm 1 \texttt{splitfft}_2(FFT(f))

\begin{itemize}
  \item[Require:] FFT(f) = (f(\zeta))/\zeta for some \( f \in \mathbb{Q}[x]/(\phi) \)
  \item[Ensure:] FFT(f_0) = (f_0(\zeta'))/\zeta' and FFT(f_1) = (f_1(\zeta'))/\zeta' for some \( f_0, f_1 \in \mathbb{Q}[x]/(\phi') \)
  \item[Format:] All polynomials are in FFT representation.
  \item[1:] for \( \zeta \) such that \( \phi(\zeta) = 0 \) and \( \text{Im}(\zeta) > 0 \) do
  \item[2:] \( \zeta' \leftarrow \zeta^2 \)
  \item[3:] \( f_0(\zeta') \leftarrow \frac{1}{2} [f(\zeta) + f(-\zeta)] \)
  \item[4:] \( f_1(\zeta') \leftarrow \frac{1}{2} [f(\zeta) - f(-\zeta)] \)
  \item[5:] return (FFT(f_0), FFT(f_1))
\end{itemize}

\texttt{splitfft}_2 is \texttt{split}_2 realized in the FFT representation: for any \( f \), \( \text{FFT}(\text{split}_2(f)) = \text{splitfft}_2(\text{FFT}(f)) \).

Readers familiar with the Fourier transform will recognize that \texttt{splitfft}_2 is a subroutine of the inverse fast Fourier transform, more precisely the part which from \texttt{FFT}(f) computes two \texttt{FFT}’s twice smaller.
The mergefft₂ operator. With the previous notations, we define the operator merge₂ as follows:

\[
\text{merge}_2(f_0, f_1) = f_0(x^2) + xf_1(x^2) \in \mathbb{Q}[x]/(\phi). \]

Similarly to split₂, it is often relevant from an efficiently standpoint to perform merge₂ in the FFT representation. This is done in algorithm 2.

**Algorithm 2 mergefft₂\((f_0, f_1)\)**

Require: FFT\((f_0) = (f_0(\zeta'))_{\zeta'}\) and FFT\((f_1) = (f_1(\zeta'))_{\zeta'}\) for some \(f_0, f_1 \in \mathbb{Q}[x]/(\phi')\)

Ensure: FFT\((f) = (f(\zeta))_\zeta\) for some \(f \in \mathbb{Q}[x]/(\phi)\)

Format: All polynomials are in FFT representation.

1: for \(\zeta\) such that \(\phi(\zeta) = 0\) do
2: \(\zeta' \leftarrow \zeta^2\)
3: \(f(\zeta) \leftarrow f_0(\zeta') + \zeta f_1(\zeta')\)
4: return FFT\((f)\)

It is immediate that split₂ and merge₂ are inverses of each other, and equivalently splitfft₂ and mergefft₂ are inverses of each other. Just as for splitfft₂, readers familiar with the Fourier transform can observe that mergefft₂ is a step of the fast Fourier transform: it is the reconstruction step which from two small FFT’s computes a larger FFT.

**Relationship with the FFT.** There is no requirement on the order in which the values \(f(\zeta)\) (resp. \(f_0(\zeta')\), resp. \(f_1(\zeta')\)) are to be stored, and the choice of this order is left to the implementer. It is however recommended to use a unique order convention for the FFT, invFFT, splitfft₂ and mergefft₂ operators. Since the FFT and invFFT need to implemented anyway, this unique convention can be achieved e.g. by implementing splitfft₂ as part of invFFT, and mergefft₂ as part of the FFT.

The intricate relationships between the split₂ and merge₂ operators, their counterparts in the FFT representation and the (inverse) fast Fourier transform are illustrated in the commutative diagram of figure 3.2.
3.6.2 Trisection: when $\phi(x) = \phi'(x^3)$

In this section we suppose that $\phi(x) = \phi'(x^3)$. In FALCON, this may happen only if $\phi$ is ternary. We define splitting and merging operators similarly to the bisection case. For any $f \in \mathbb{Q}[x]/(\phi)$, we can uniquely write $f(x) = f_0(x^3) + x f_1(x^3) + x^2 f_2(x^3)$ with $f_0, f_1, f_2 \in \mathbb{Q}[x]/(\phi)$. We then define split $f$ as $\text{split}_3(f) = (f_0, f_1, f_2)$, and merge as being the reciprocal operator. Translations of these operators in the FFT domain are given in algorithms 3 and 4.

Algorithm 3 $\text{splitfft}_3(\text{FFT}(f))$

Require: $\text{FFT}(f) = (f(\zeta))_\zeta$ for $f \in \mathbb{Q}[x]/(\phi)$

Ensure: $\text{FFT}(f_0), \text{FFT}(f_1), \text{FFT}(f_2)$ for $f_0, f_1, f_2 \in \mathbb{Q}[x]/(\phi')$

Format: All polynomials are in FFT representation.

1: for $\zeta$ such that $\phi(\zeta) = 0$ and $\arg(\zeta) \in (0, \frac{2\pi}{3})$ do
2: $\xi' \leftarrow \zeta^3$
3: $f_0(\xi') \leftarrow \frac{1}{3} [f(\xi) + f(j\xi) + f(j^2\xi)] \triangleright j$ is a primitive cube root of 1: $j = e^{i(2\pi)/3}$
4: $f_1(\xi') \leftarrow \frac{1}{3} [f(\xi) + j^2 f(j\xi) + j f(j^2\xi)]$
5: $f_2(\xi') \leftarrow \frac{1}{3} [f(\xi) + j f(j\xi) + j^2 f(j^2\xi)]$
6: return $\text{FFT}(f_0), \text{FFT}(f_1), \text{FFT}(f_2)$

Algorithm 4 $\text{mergefft}_3(f_0, f_1, f_2)$

Require: $\text{FFT}(f_0), \text{FFT}(f_1), \text{FFT}(f_2)$ for $f_0, f_1, f_2 \in \mathbb{Q}[x]/(\phi')$

Ensure: $\text{FFT}(f) = (f(\zeta))_\zeta$ for $f \in \mathbb{Q}[x]/(\phi)$

Format: All polynomials are in FFT representation.

1: for $\zeta$ such that $\phi(\zeta) = 0$ do
2: $\zeta' \leftarrow \zeta^3$
3: $f(\xi) \leftarrow f_0(\zeta') + \zeta f_1(\zeta') + \zeta^2 f_2(\zeta')$
4: $f(j\xi) \leftarrow f_0(j\zeta') + j \zeta f_1(\zeta') + j^2 \zeta^2 f_2(\zeta')$
5: $f(j^2\xi) \leftarrow f_0(j^2\zeta') + j^2 \zeta f_1(\zeta') + j \zeta^2 f_2(\zeta')$
6: return $\text{FFT}(f)$

Relationship with the FFT. The operators $\text{split}_3, \text{merge}_3, \text{splitfft}_3$ and $\text{mergefft}_3$ have an identical relationship with the FFT as their bisection counterparts do (see section 3.6.1 and figure 3.2).

3.6.3 The special case $\phi(x) = x^2 - x + 1$

The roots of the polynomial $x^2 - x + 1$ are the two sixth roots of unity $\zeta_0 = \frac{1}{2} + \frac{\sqrt{3}}{2} i$ and $\zeta_5 = \frac{1}{2} - \frac{\sqrt{3}}{2} i$. In contrast to the other cases it is not true that for a root $\zeta$ also $-\zeta$ is a root of $x^2 - x + 1$. We give specialized split and merge algorithms for this case in Algorithms 5 and 6. Let $f = f_0 + f_1$ be a polynomial in
Then its FFT representation is given by \( f(\zeta_6) = f_0 + \frac{1}{2} f_1 + \frac{\sqrt{3}}{2} f_1 i \) and the complex conjugate. The splitted polynomials \( f_0 \) and \( f_1 \) lie in \( \mathbb{Q} \) and hence their FFT representation is just \( f_0 \) and \( f_1 \). We have \( f_1 = \frac{2}{\sqrt{3}} \Im f(\zeta_6) \) and \( f_0 = \Re f(\zeta_6) - \frac{1}{2} f_1 \).

**Algorithm 5 splitfft\(_6\)(FFT(\( f \)))**

Require: FFT(\( f \)) = \( (f(\zeta))_\zeta \) for \( f \in \mathbb{Q}[x]/(x^2 - x + 1) \)

Ensure: \( f_0, f_1 \in \mathbb{Q} \)

Format: All polynomials are in FFT representation.

1. \( \zeta \leftarrow \frac{1}{2} + \frac{\sqrt{3}}{2} i \) \hspace{1cm} \( \triangleright \) sixth root of unity
2. \( f_1 \leftarrow \frac{2}{\sqrt{3}} \Im(f(\zeta)) \) \hspace{1cm} \( \triangleright \) \( \Im \) denotes the imaginary part
3. \( f_0 \leftarrow \Re(f(\zeta)) - \frac{1}{2} f_1 \) \hspace{1cm} \( \triangleright \) \( \Re \) denotes the real part
4. return \( (f_0, f_1) \)

**Algorithm 6 mergefft\(_6\)(\( f_0, f_1 \))**

Require: \( f_0, f_1 \in \mathbb{Q} \)

Ensure: FFT(\( f \)) = \( (f(\zeta))_\zeta \) for \( f \in \mathbb{Q}[x]/(x^2 - x + 1) \)

Format: All polynomials are in FFT representation.

1. for \( \zeta \) such that \( \zeta^2 - \zeta + 1 = 0 \) do
2. \( f(\zeta) \leftarrow f_0 + \zeta f_1 \)
3. return FFT(\( f \))

### 3.6.4 Algebraic interpretation

The purpose of the splitting and merging operators that we defined is not only to represent elements of \( \mathbb{Q}[x]/(\phi) \) using smaller elements of \( \mathbb{Q}[x]/(\phi') \), but to do so in a manner which is compatible with ring operations. As an illustration, we consider the operation:

\[
a = bc
\]

where \( a, b, c \in \mathbb{Q}[x]/(\phi) \). For \( f \in \mathbb{Q}[x]/(\phi) \), we consider the associated endomorphism \( \psi_f : z \in \mathbb{Q}[x]/(\phi) \mapsto fz \). The equation 3.22 can be rewritten as \( a = \psi_c(b) \). We will show how to use the splitting operator to express it as a vector-matrix product in the module \( (\mathbb{Q}[x]/(\phi'))^k \).

1. **Bisection.** By the splitting isomorphism \( \text{split}_2 \), \( a \) and \( b \) (resp. \( \psi_c \)) can also be considered as elements (resp. an endomorphism) of \( (\mathbb{Q}[x]/(\phi'))^2 \). The equation 3.22 can be expressed over \( \mathbb{Q}[x]/(\phi') \) as

\[
\begin{bmatrix}
  a_0 & a_1 \\
  b_0 & b_1
\end{bmatrix} = \begin{bmatrix}
  c_0 & c_1 \\
  x c_1 & c_0
\end{bmatrix}
\]

(3.23)
2. **Trisection.** The equation 3.22 is now expressed as

\[
\begin{bmatrix}
  a_0 & a_1 & a_2 \\
  b_0 & b_1 & b_2
\end{bmatrix} = \begin{bmatrix}
  c_0 & c_1 & c_2 \\
  xc_0 & c_1 & c_0 \\
  xc_1 & xc_2 & c_0
\end{bmatrix}
\]  

(3.24)

More formally, we have used the fact that splitting operators are isomorphisms between \( \mathbb{Q}[x]/(\phi) \) and \( (\mathbb{Q}[x]/(\phi'))^k \), which express elements of \( \mathbb{Q}[x]/(\phi) \) in the \( (\mathbb{Q}[x]/(\phi')) \)-basis \( \{1, x\} \) for the bisection, or \( \{1, x, x^2\} \) for the trisection (hence “breaking” \( a, b \) in vectors of smaller elements).

Similarly, writing the transformation matrix of the endomorphism \( \psi_c \) in the basis \( \{1, x\} \) (resp. \( \{1, x, x^2\} \)) yields the 2 x 2 (resp. 3 x 3) matrix of the equation 3.23 (resp. 3.24)

### 3.6.5 Relationship with the field norm

The splitting and merging operators allow to easily express the field norm for some specific cyclotomic fields. Let \( \mathbb{L} = \mathbb{Q}[x]/(\phi), \mathbb{K} = \mathbb{Q}[x]/(\phi') \) and \( f \in \mathbb{L} \). Since by definition \( N_{\mathbb{L}/\mathbb{K}}(f) = \det_{\mathbb{K}}(\psi_d) \), we can use the equations 3.23 and 3.24 to compute it explicitly. This yields:

1. If \( \phi'(x^2) = \phi(x) \), then \( N_{\mathbb{L}/\mathbb{K}}(f) = f_0^2 - xf_1^2 \), where \( (f_0, f_1) = \text{split}_2(f) \);
2. If \( \phi'(x^3) = \phi(x) \), then \( N_{\mathbb{L}/\mathbb{K}}(f) = f_0^3 + xf_1^3 + x^2f_2^3 + 3f_0f_1f_2 \), where \( (f_0, f_1, f_2) = \text{split}_3(f) \);
3. If \( \phi(x) = x^2 - x + 1 \), then \( N_{\mathbb{L}/\mathbb{Q}}(f) = f_0^2 + f_0f_1 + f_1^2 \), where \( f = f_0 + xf_1 \).

For \( f \in \mathbb{L} \) with \( \mathbb{L} = \mathbb{Q}[x]/(\phi) \), we will also denote \( N(f) = N_{\mathbb{L}/\mathbb{K}}(f) \), where:

1. if \( \exists \) a cyclotomic polynomial \( \phi' \) such that \( \phi'(x^2) = \phi(x) \), then \( \mathbb{K} = \mathbb{Q}[x]/(\phi') \);
2. else, if \( \exists \) a cyclotomic polynomial \( \phi \) such that \( \phi'(x^3) = \phi(x) \), then \( \mathbb{K} = \mathbb{Q}[x]/(\phi') \);
3. else, \( \mathbb{K} = \mathbb{Q} \).

For the values of \( \phi \) considered in this document, this allows to define \( N(f) \) in an unambiguous way for any \( f \in \mathbb{Q}[x]/(\phi) \).

### 3.7 Hashing

As for any hash-and-sign signature scheme, the first step to sign a message or verify a signature consists of hashing the message. In our case, the message needs to be hashed into a polynomial in \( \mathbb{Z}_q[x]/(\phi) \). An approved extendable-output hash function (XOF), as specified in FIPS 202 [NIS15], shall be used during this procedure.
This XOF shall have a security level at least equal to the security level targeted by our signature scheme. In addition, we should be able to start hashing a message without knowing the security level at which it will be signed. For these reasons, we use a unique XOF for all security levels: SHAKE-256.

- SHAKE-256-Init() denotes the initialization of a SHAKE-256 hashing context;
- SHAKE-256-Inject(ctx, str) denotes the injection of the data str in the hashing context ctx;
- SHAKE-256-Extract(ctx, b) denotes extraction from a hashing context ctx of b bits of pseudo-randomness.

In Falcon, big-endian convention is used to interpret a chunk of b bits, extracted from a SHAKE-256 instance, into an integer in the 0 to $2^b - 1$ range (the first of the b bits has numerical weight $2^{b-1}$, the last has weight 1).

Algorithm 7 HashToPoint(str, q, n)

Require: A string str, a modulus $q \leq 2^{16}$, a degree $n \in \mathbb{N}^*$
Ensure: An polynomial $c = \sum_{i=0}^{n-1} c_i x^i$ in $\mathbb{Z}_q[x]$

1: $k \leftarrow \lfloor 2^{16}/q \rfloor$
2: ctx $\leftarrow$ SHAKE-256-Init()
3: SHAKE-256-Inject(ctx, str)
4: $i \leftarrow 0$
5: while $i < n$ do
6: $t \leftarrow$ SHAKE-256-Extract(ctx, 16)
7: if $t < kq$ then
8: $c_i \leftarrow t \mod q$
9: $i \leftarrow i + 1$
10: return $c$

Algorithm 7 defines the hashing process used in Falcon. It is defined for any $q \leq 2^{16}$.

Possible variants.

- If $q > 2^{16}$, then larger chunks can be extracted from SHAKE-256 at each step.
- Algorithm 7 may be difficult to efficiently implement in a constant-time way; constant-timeness may be a desirable feature if the signed data is also secret.

A variant which is easier to implement with constant-time code extracts 64 bits instead of 16 at step 6, and omits the conditional check of step 7. While the omission of the check means that some target values modulo $q$ will be slightly more probable than others, a Rényi argument [Pre17] allows to claim that this variant is secure for the parameters set by NIST [NIS16].

Of course, any variant deviating from the procedure expressed in algorithm 7 implies that the same message will hash to a different value, which breaks interoperability.
3.8 Key Pair Generation

3.8.1 Overview

The key pair generation is arguably the most technical part of Falcon to describe. It can be chronologically and conceptually decomposed in two clearly separate parts, which each contain their own technicalities, make use of different mathematical tools and require to address different challenges.

- **Solving the NTRU equation.** The first step of the key pair generation consists of computing polynomials \( f, g, F, G \in \mathbb{Z}[x]/(\phi) \) which verify the equation 3.17 – the NTRU equation. Generating \( f \) and \( g \) is easy enough, but the hard part is to compute efficiently polynomials \( F, G \) such that equation 3.17 is verified.

  In order to do this, we propose a novel method which exploits the tower-of-rings structure explicit in the equations 3.4 and 3.5. We use the field norm \( N \) to map the NTRU equation onto a smaller ring \( \mathbb{Z}[x]/(\phi') \) of the tower of rings, all the way down to \( \mathbb{Z} \). We then solve the equation in \( \mathbb{Z} \) – which amounts to an extended gcd – and use the properties of the norm to lift the solutions \((F, G)\) in the tower of rings, up to the ring \( \mathbb{Z}[x]/(\phi) \).

  From an implementation point of view, the main technicality of this part is that it requires to handle polynomials with large coefficients (a few thousands of bit per coefficient in the lowest levels of the recursion). This step is specified in section 3.8.2.

- **Computing a Falcon tree.** Once suitable polynomials \( f, g, F, G \) are generated, the second part of the key generation consists of preprocessing them into an adequate format: by adequate we mean that this format should be reasonably compact and allow fast signature generation on-the-go.

  Falcon trees are precisely this adequate format. To compute a Falcon tree, we compute the LDL* decomposition \( G = LDL^* \) of the matrix \( G = BB^* \), where

  \[
  B = \begin{bmatrix}
  g & -f \\
  G & -F^\top 
  \end{bmatrix},
  \]

  (3.25)

  which is equivalent to computing the Gram-Schmidt orthogonalization \( B = L \times \tilde{B} \). If we were using Klein’s well-known sampler (or a variant thereof) as a trapdoor sampler, knowing \( L \) would be sufficient but a bit unsatisfactory as we would not exploit the tower-of-rings structure of \( \mathbb{Q}[x]/(\phi) \).

  So instead of stopping there, we store \( L \) (or rather \( L_{10} \), its only non-trivial term) in the root of a tree, use the splitting operators defined in section 3.6 to “break” the diagonal elements \( D_{ii} \) of \( D \) into matrices \( G_i \) over smaller rings \( \mathbb{Q}[x]/(\phi') \), at which point we create subtrees for each matrix \( G_i \) and recursively start over the process of LDL* decomposition and splitting.

  The recursion continues until the matrix \( G \) has its coefficients in \( \mathbb{Q} \), which correspond to the bottom of the recursion tree. How this is done is specified in section 3.8.3.

  The main technicality of this part is that it exploits the tower-of-rings structure of \( \mathbb{Q}[x]/(\phi) \) by breaking its elements onto smaller rings. In addition, intermediate results are stored in a tree, which
requires precise bookkeeping as elements of different tree levels do not live in the same field. Finally, for performance reasons, the step is realized completely in the FFT domain.

Once these two steps are done, the rest of the key pair generation is straightforward. A final step normalizes the leaves of the LDL tree to turn it into a Falcon tree. The result is wrapped in a private key $sk$ and the corresponding public key $pk$ is $h = gf^{-1} \mod q$.

A formal description is given in the algorithms 8 to 16, the main algorithm being the procedure $Keygen$ (algorithm 8). The general architecture of the key pair generation is also illustrated in figure 3.3.

**Algorithm 8 $Keygen(q, \phi)$**

Require: A monic polynomial $\phi \in \mathbb{Z}[x]$, a modulus $q$

Ensure: A secret key $sk$, a public key $pk$

1. $f, g, F, G, \gamma \leftarrow NTRUGen(\phi, q)$ \hspace{1cm} $\triangleright$ Solving the NTRU equation
2. $B \leftarrow \begin{bmatrix} g & -f \\ G & -F \end{bmatrix}$
3. $\hat{B} \leftarrow FFT(B)$
4. $G \leftarrow \hat{B} \times \hat{B}^*$
5. $T \leftarrow ffLDL^*(G)$ \hspace{1cm} $\triangleright$ Computing the LDL* tree
6. if $\phi$ is binary then
7. \hspace{1cm} $\sigma \leftarrow 1.55\sqrt{q}$
8. else if $\phi$ is ternary then
9. \hspace{1cm} $\sigma \leftarrow 1.32 \cdot 2^{1/4}\sqrt{q}$
10. for each leaf $leaf$ of $T$ do \hspace{1cm} $\triangleright$ Normalization step
11. \hspace{1cm} $leaf.value \leftarrow \frac{\sigma}{\sqrt{leaf.value}}$
12. $sk \leftarrow (\hat{B}, T)$
13. $h \leftarrow gf^{-1} \mod q$
14. $pk \leftarrow h$
15. return $sk, pk$
3.8.2 Generating the polynomials $f, g, F, G$.

The first step of the key pair generation generates suitable polynomials $f, g, F, G$ verifying the NTRU equation: $fG - gF = q \mod \phi$. This is specified in algorithm 9 (NTRUGen). We provide a general explanation of the algorithm:

1. At the first step, the polynomials $f, g$ are generated randomly. A few conditions over $f, g$ are checked to ensure they are suitable for our purposes (steps 1 to 11). It particular, it shall be checked that:
   
   (a) A public key $h$ can be computed from $f, g$. This is true if and only if $f$ is invertible mod $q$, which is true if and only if $\text{Res}(f, \phi) \mod q \neq 0$, where $\text{Res}$ denotes the resultant. The NTT can be used to perform this check and then compute $h$ ($f$ is invertible in $\mathbb{Z}_q[x]/(\phi)$ if and only if its NTT representation contains no zero).
   
   (b) The polynomials $f, g, F, G$ allow to generate short signatures. This is the case if and only if
   
   \[ \gamma = \max \left\{ \| (g, -f) \|, \left\| \left( \frac{qf^*}{f^2 + g^2}, \frac{gg^*}{f^2 + g^2} \right) \right\| \right\} \]

   is small enough.

2. At the second step, short polynomials $F, G$ are computed such that $f, g, F, G$ verify the NTRU equation. This is done by the procedure NTRUSolve, which exists in two versions: binary (algorithm 11) and ternary (algorithm 13).

Algorithm 9 NTRUGen($\phi, q$)  
(Binary case)

<table>
<thead>
<tr>
<th>Require:</th>
<th>A monic polynomial $\phi \in \mathbb{Z}[x]$ of degree $n$, a modulus $q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensure:</td>
<td>Polynomials $f, g, F, G$</td>
</tr>
<tr>
<td>1:</td>
<td>$\sigma' \leftarrow 1.17 \sqrt{q/2n}$ \hspace{1cm} $\triangleright \sigma'$ is chosen so that $\mathbb{E}[| (f, g) |] = 1.17 \sqrt{q}$</td>
</tr>
<tr>
<td>2:</td>
<td>for $i$ from 0 to $n - 1$ do</td>
</tr>
<tr>
<td>3:</td>
<td>$f_i \leftarrow D_{\mathbb{Z}, \sigma', 0}$</td>
</tr>
<tr>
<td>4:</td>
<td>$g_i \leftarrow D_{\mathbb{Z}, \sigma', 0}$</td>
</tr>
<tr>
<td>5:</td>
<td>$f \leftarrow \sum_i f_i x^i$ \hspace{1cm} $\triangleright f \in \mathbb{Z}[x]/(\phi)$</td>
</tr>
<tr>
<td>6:</td>
<td>$g \leftarrow \sum_i g_i x^i$ \hspace{1cm} $\triangleright g \in \mathbb{Z}[x]/(\phi)$</td>
</tr>
<tr>
<td>7:</td>
<td>if $\text{Res}(f, \phi) \mod q = 0$ then \hspace{1cm} $\triangleright$ Check that $f$ is invertible mod $q$</td>
</tr>
<tr>
<td>8:</td>
<td>restart</td>
</tr>
<tr>
<td>9:</td>
<td>$\gamma \leftarrow \max \left{ | (g, -f) |, \left| \left( \frac{qf^<em>}{f^2 + g^2}, \frac{gg^</em>}{f^2 + g^2} \right) \right| \right}$ \hspace{1cm} $\triangleright$ Check that signatures will be short</td>
</tr>
<tr>
<td>10:</td>
<td>if $\gamma \geq 1.17 \sqrt{q}$ then</td>
</tr>
<tr>
<td>11:</td>
<td>restart</td>
</tr>
<tr>
<td>12:</td>
<td>$F, G \leftarrow \text{NTRUSolve}_{n, q}(f, g)$ \hspace{1cm} $\triangleright$ Computing $F, G$ such that $fG - gF = 1 \mod \phi$</td>
</tr>
<tr>
<td>13:</td>
<td>return $f, g, F, G$</td>
</tr>
</tbody>
</table>

Things are slightly different in the ternary case: to ensure the proper distribution, coefficients of $f$ and $g$ must be generated as Gaussians in the FFT embedding, then converted back to normal representation, and only then rounded to integers. Moreover, the vector norms must be evaluated in the FFT embedding as well. This is due to the fact that the FFT, in the ternary case, is not an orthogonal transform, and we need $f$ and $g$ to use a proper spheroid in the FFT embedding. Details are expressed in algorithm 10.
Algorithm 10 $\text{NTRUGen}(\phi, q)$ (Ternary case)

Require: A monic polynomial $\phi \in \mathbb{Z}[x]$ of degree $n$, a modulus $q$

Ensure: Polynomials $f, g, F, G$

1: $\sigma' \leftarrow \sqrt{q/\sqrt{8}}$
2: for $j$ from 0 to $n - 1$ do
3: Generate random uniform real numbers $a, b, c, d \in [0..1]$
4: $\hat{f}_j \leftarrow \sigma' \sqrt{-2 \log a e^{i(2\pi)b}}$
5: $\hat{g}_j \leftarrow \sigma' \sqrt{-2 \log c e^{i(2\pi)d}}$
6: $f \leftarrow \text{invFFT}(\hat{f})$
7: $g \leftarrow \text{invFFT}(\hat{g})$
8: for $j$ from 0 to $n - 1$ do
9: $f_j \leftarrow \lfloor f_j \rfloor$
10: $g_j \leftarrow \lfloor g_j \rfloor$
11: if $\text{Res}(f, \phi) \mod q = 0$ then \hspace{1cm} $\triangleright$ Check that $f$ is invertible mod $q$
12: restart
13: $\gamma \leftarrow \max \left\{ \| (g, -f) \|, \left\| \left( \frac{qf^*}{f^*+g^*}, \frac{qg^*}{g^*+f^*} \right) \right\| \right\}$
14: if $\gamma > 4nq/\sqrt{8}$ then \hspace{1cm} $\triangleright$ Check that signatures will be short
15: restart
16: $F, G \leftarrow \text{NTRUSolve}_{n,q}(f, g)$ \hspace{1cm} $\triangleright$ Computing $F, G$ such that $fG - gF = 1 \mod \phi$
17: return $f, g, F, G$
Solving the NTRU equation: the binary case

We now explain how to solve the equation \(3.17\) in the binary case. As said before, we repeatedly use the field norm \(N\) (see section 3.6.5 for explicit formulae) to map \(f, g\) to a smaller ring \(\mathbb{Z}[x]/(x^{n/2} + 1)\), until we reach the ring \(\mathbb{Z}\). Solving \(3.17\) then amounts to computing an extended GCD over \(\mathbb{Z}\), which is simple. Once this is done, we use the multiplicative properties of the field norm to repeatedly lift the solutions up to \(\mathbb{Z}[x]/(x^n + 1)\), at which point we have solved the equation \(3.17\).

Algorithm 11 \textsc{NTRUSolve}_{n,q}(f, g) \hspace{1cm} \text{(Binary case)}

Require: \(f, g \in \mathbb{Z}[x]/(x^n + 1)\) with \(n\) a power of two
Ensure: Polynomials \(F, G\) such that the equation \(3.17\) is verified
1: if \(n = 1\) then
2: Compute \(u, v \in \mathbb{Z}\) such that \(uf - vg = \gcd(f, g)\)
3: if \(\gcd(f, g) \neq 1\) then
4: abort
5: \((F, G) \leftarrow (vq, uq)\)
6: return \((F, G)\)
7: else
8: \(f' \leftarrow N(f)\) \hspace{1cm} \triangleright f', g', F', G' \in \mathbb{Z}[x]/(x^{n/2} + 1)\)
9: \(g' \leftarrow N(g)\)
10: \((F', G') \leftarrow \textsc{NTRUSolve}_{n/2,q}(f', g')\)
11: \(F \leftarrow F' (x^2) g'(x^2) / g(x)\) \hspace{1cm} \triangleright F, G \in \mathbb{Z}[x]/(x^n + 1)\)
12: \(G \leftarrow G' (x^2) g'(x^2) / g(x)\)
13: \textsc{Reduce}(f, g, F, G) \hspace{1cm} \triangleright (F, G) \text{ is reduced with respect to } (f, g)\)
14: return \((F, G)\)

\textsc{NTRUSolve} uses the procedure \textsc{Reduce} as a subroutine to reduce the size of the solutions \(F, G\). Unlike \textsc{NTRUSolve}, the description of this subroutine is the same in the binary and ternary cases.

The principle of \textsc{Reduce} is a simple generalization of textbook vectors’ reduction. Given vectors \(u, v \in \mathbb{Z}^k\), reducing \(u\) with respect to \(v\) is done by simply performing \(u \leftarrow u - \left\lfloor \frac{uv}{vv} \right\rfloor v\). \textsc{Reduce} does the same by replacing \(\mathbb{Z}^k\) by \((\mathbb{Z}[x]/(\phi))^2\), \(u\) by \((F, G)\) and \(v\) by \((f, g)\).

Algorithm 12 \textsc{Reduce}(f, g, F, G)

Require: Polynomials \(f, g, F, G \in \mathbb{Z}[x]/(\phi)\)
Ensure: \((F, G)\) is reduced with respect to \((f, g)\)
1: do
2: \(k \leftarrow \left\lfloor \frac{ff' + gG'}{ff' + gg'} \right\rfloor \hspace{1cm} \triangleright \frac{ff' + gG'}{ff' + gg'} \in \mathbb{Q}[x]/(\phi) \text{ and } k \in \mathbb{Z}[x]/(\phi)\)
3: \(F \leftarrow F - k \frac{ff'}{f}\)
4: \(G \leftarrow G - kg\)
5: while \(k \neq 0\) \hspace{1cm} \triangleright \text{Multiple iterations may be needed, e.g. if } k \text{ is computed in small precision.}
Algorithm 13 NTRUSolve$_{n,q}(f,g)$ (Ternary case)

Require: $f, g \in \mathbb{Z}[x]/(x^n - x^{n/2} + 1)$ with $n = 3 \cdot 2^k$

Ensure: Polynomials $F, G$ such that the equation 3.17 is verified

1: if $n = 1$ then
2: Compute $u, v \in \mathbb{Z}$ such that $uf - vg = \gcd(f, g)$
3: if $\gcd(f, g) \neq 1$ then
4: abort
5: $(F, G) \leftarrow (vq, uq)$
6: return $(F, G)$
7: else
8: if $n = 6$ then
9: $k \leftarrow 3$
10: else
11: $k \leftarrow 2$
12: $f' \leftarrow N(f)$ \quad $\triangleright f', g', F', G' \in \mathbb{Z}[x]/(x^{n/k} - x^{n/(2k)} + 1)$
13: $g' \leftarrow N(g)$
14: $(F', G') \leftarrow \text{NTRUSolve}_{(n/k),q}(f', g')$
15: $F \leftarrow F'(x^k) \cdot g'(x^k)/g(x)$ \quad $\triangleright F, G \in \mathbb{Z}[x]/(x^n - x^{n/2} + 1)$
16: $G \leftarrow G'(x^k) \cdot f'(x^k)/f(x)$
17: Reduce$(f, g, F, G)$
18: return $(F, G)$

Solving the NTRU equation: the ternary case

For the ternary case, the principle of NTRUSolve is the same, except that the recursion is less straightforward as there are more cases to consider. However, the polynomials $N(f)(x^k)/f(x)$ can still be expressed simply. Reprising the notations of section 3.6.5:

1. If $n > 6$, then $N(f)(x^2)/f(x) = f(-x) = f_0(x^2) - xf_1(x^2)$.

2. If $n = 6$, then $N(f)(x^3)/f(x) = f(x^7)f(x^{13})$. This is equal to

$$f_0^2(x^3) + x^2f_1^2(x^3) + x^4f_2^2(x^3) - xf_0f_1(x^3) - x^2f_0f_2(x^3) - x^3f_1f_2(x^3).$$

3. If $n = 2$, then $N(f)(x^2)/f(x) = f(x^5) = f_0 + f_1 - xf_1$.

The ternary version of NTRUSolve is more complex than the binary; a complete specification is given in algorithm 13.
### 3.8.3 Computing a FALCON Tree

The second step of the key generation consists of preprocessing the polynomials $f, g, F, G$ into an adequate secret key format. The secret key is of the form $sk = (\hat{B}, T)$, where:

- $\hat{B} = \begin{bmatrix} \text{FFT}(g) & -\text{FFT}(f) \\ \text{FFT}(G) & -\text{FFT}(F) \end{bmatrix}$

- $T$ is a FALCON tree computed in two steps:
  1. First, a tree $T$ is computed from $G \leftarrow \hat{B} \times \hat{B}^*$, called an LDL tree. This is specified in algorithm 15. At this point, $T$ is a FALCON tree but it is not normalized.
  2. Second, $T$ is normalized with respect to a standard deviation $\sigma$. It is described near the end of algorithm 8.

The polynomials manipulated in the algorithm 15 and its subroutine algorithm 14 are all in FFT representation. While it is possible to convert these algorithms to the coefficient representation, doing so would be suboptimal from an efficiency viewpoint.

At a high level, the method for computing the LDL tree at step 1 (before normalization) is simple:

1. We compute the LDL decomposition of $G$: we write $G = L \times D \times L^*$, with $L$ a lower triangular matrix with 1’s on the diagonal and $D$ a diagonal matrix. Such a decomposition is easy to compute: we recall a method for computing the LDL decomposition in algorithm 14.

   We store the matrix $L$ in $T$.value, which is the value of the root of $T$. Since $L$ is a lower triangular matrix with 1’s on the diagonal of dimensions – in our case – $(2 \times 2)$ or $(3 \times 3)$, this only amounts to storing one or three elements of $\mathbb{Q}[x]/(\phi)$.

2. We then use the splitting operator to “break” each diagonal element of $D$ into a matrix of smaller elements. More precisely, for a diagonal element $d \in \mathbb{Q}[x]/(\phi)$, we consider the associated endomorphism $\psi_d : z \in \mathbb{Q}[x]/(\phi) \mapsto d z$ and write its transformation matrix over the smaller ring $\mathbb{Q}[x]/(\phi')$.

   (a) **Binary case.** If $\phi = x^n + 1$, then we take $\phi' = x^{n/2} + 1$. Following the argument of section 3.6.4, the transformation matrix of $\psi_d$ can be written as

   \[
   \begin{bmatrix}
   d_0 & d_1 \\
   xd_1 & d_0
   \end{bmatrix}
   \begin{bmatrix}
   d_0 & d_1 \\
   d_1^* & d_0
   \end{bmatrix}^{-1}.
   \] (3.26)

   (b) **Ternary case.** If $\phi = x^n - x^{n/2} + 1$, then depending on the value of $n$ we may take either $\phi' = x^{n/2} - x^{n/4} + 1$ or $\phi' = x^{n/3} - x^{n/6} + 1$. The first case amounts to splitting $d$ in two, and we can then simply use the equation 3.26. In the second case, we split $d$ in three, so we

---

1 The equality in parenthesis is true if and only if $d$ is self-adjoint, i.e. $d^* = d$. 
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need to express $\psi_d$ differently, and its transformation matrix is

$$
\begin{bmatrix}
  d_0 & d_1 & d_2 \\
  x d_2 & d_0 & d_1 \\
  x d_1 & x d_2 & d_0
\end{bmatrix}
= \begin{bmatrix}
  d_0^* & d_1^* & d_2^* \\
  d_1^* & d_0^* & d_1^* \\
  d_2^* & d_1^* & d_0^*
\end{bmatrix}^1. \tag{3.27}
$$

For each diagonal element broken into a self-adjoint matrix $G_i$ over a smaller ring, we recursively compute its LDL tree as in step 1 and store the result in the left, middle or right child of $T$ (which we denote $T$.leftchild, $T$.middlechild and $T$.rightchild respectively).

We continue the recursion until we end up with coefficients in the ring $\mathbb{Q}$ (in the binary case) or $\mathbb{Q}[x]/(x^2 - x + 1)$ (in the ternary case).

A detailed specification of this “LDL tree” strategy is given in the following subsections of this section.

---

**Algorithm 14 LDL*($G$)**

Require: A full-rank autoadjoint matrix $G = (G_{ij}) \in \text{FFT}(\mathbb{Q}[x]/(\phi))^{n \times n}$

Ensure: The LDL* decomposition $G = LDL^*$ over FFT($\mathbb{Q}[x]/(\phi)$)

Format: All polynomials are in FFT representation.

1. $L, D \leftarrow 0^{n \times n}$
2. for $i$ from 1 to $n$
   3. $L_{ii} \leftarrow 1$
   4. $D_i \leftarrow G_{ii} - \sum_{j<i} L_{ij} \odot L_{ij}^* \odot D_j$
5. for $j$ from 1 to $i - 1$
   6. $L_{ij} \leftarrow \frac{1}{D_j} \left( G_{ij} - \sum_{k<j} L_{ik} \odot L_{jk}^* \odot D_k \right)$
7. return $(L, D)$

---

**The binary case**

In the binary case, the application of our LDL tree strategy is rather simple and can be implemented using only the bisection (splitting a polynomial in two). It is specified in algorithm 15.

---

**The ternary case**

In the binary case, applying our LDL tree strategy is more complex and also requires the trisection (splitting a polynomial in three). It is specified in algorithm 16.

In the ternary case, normalization uses a slightly different value for $\sigma$. Also, once the normalized leaf value $v$ is computed, it may be relevant to precompute and store $2v/\sqrt{3}$, as the latter value will also be used for signature generation. This is specific to the ternary case.
### Algorithm 15 \( \text{ffLDL}^* (G) \) (Binary case)

**Require:** A full-rank Gram matrix \( G \in \text{FFT} \left( \mathbb{Q} [x] / (x^n + 1) \right)^{2 \times 2} \)

**Ensure:** A binary tree \( T \)

**Format:** All polynomials are in FFT representation.

1. \((L, D) \leftarrow \text{LDL}^* (G)\) \( \triangleright L = \begin{bmatrix} 1 & 0 \\ L_{10} & 1 \end{bmatrix}, D = \begin{bmatrix} D_{00} & 0 \\ 0 & D_{11} \end{bmatrix} \)
2. \(T.\text{value} \leftarrow L_{10} \)
3. if \((n = 1)\) then
4. \(T.\text{leftchild} \leftarrow D_{00} \)
5. \(T.\text{rightchild} \leftarrow D_{11} \)
6. return \( T \)
7. else
8. \(d_{00}, d_{01} \leftarrow \text{splitfft}_2(D_{00})\)
9. \(d_{10}, d_{11} \leftarrow \text{splitfft}_2(D_{11})\)
10. \(G_0 \leftarrow \begin{bmatrix} d_{00} & d_{01} \\ xd_{01} & d_{00} \end{bmatrix}, G_1 \leftarrow \begin{bmatrix} d_{10} & d_{11} \\ xd_{11} & d_{10} \end{bmatrix} \) \( \triangleright G_0, G_1 \in \text{FFT} \left( \mathbb{Q} [x] / (x^{n/2} + 1) \right)^{2 \times 2} \)
11. \(T.\text{leftchild} \leftarrow \text{ffLDL}^* (G_0)\)
12. \(T.\text{rightchild} \leftarrow \text{ffLDL}^* (G_1)\)
13. return \( T \)

### 3.9 Signature Generation

#### 3.9.1 Overview

At a high level, the principle of the signature generation algorithm is simple: it first computes a hash value \( c \in \mathbb{Z}_q [x] / (\phi) \) from the message \( m \) and a salt \( r \), and it then uses its knowledge of the secret key \( f, g, F, G \) to compute two short values \( s_1, s_2 \) such that \( s_1 + s_2 h = c \mod q \).

A naive way to find such short values \((s_1, s_2)\) would be to compute \( t \leftarrow (c, 0) \cdot B^{-1} \), to round it coefficient-wise to a vector \( z \) and to output \((s_1, s_2) \leftarrow (t - z)B\); one can check that \((s_1, s_2)\) does indeed fill all the requirements to be a legitimate, but this method is known to be insecure and to leak the secret key.

The proper way to generate \((s_1, s_2)\) without leaking the secret key is to use a trapdoor sampler (see section 2.4 for a brief reminder on trapdoor samplers). In \textsc{Falcon}, we use a trapdoor sampler called fast Fourier sampling. The computation of the falcon tree \( T \) by the procedure \text{ffLDL}^* during the key pair generation was the initialization step of this trapdoor sampler.

The heart of our signature generation, the procedure \text{ffSampling} (algorithm 18), will adaptively apply a randomized rounding (according to a discrete Gaussian distribution) on the coefficients of \( t \). But it will do so in an adaptative manner, using the information stored in the \textsc{Falcon} tree \( T \).
Algorithm 16 \texttt{ffLDL}^\star (G) \quad \text{(Ternary case: } \phi = x^n - x^{n/2} + 1\text{)}

Require: A full-rank Gram matrix $G \in \text{FFT} \left( \mathbb{Q}[x]/(x^n - x^{n/2} + 1) \right)^{k \times k}$, with $k \in \{2, 3\}$

Ensure: A binary tree $T$

Format: All polynomials are in FFT representation.

1: $(L, D) \leftarrow \text{LDL}^\star (G)$

2: \textbf{if } $(n > 6)$ \textbf{then} $\quad \triangleright k = 2$

3: $d_{00}, d_{01} \leftarrow \text{splitfft}_2 (D_{00})$

4: $d_{10}, d_{11} \leftarrow \text{splitfft}_2 (D_{11})$

5: $G_0 \leftarrow \begin{bmatrix} d_{00} & d_{01} \\ x d_{01} & d_{00} \end{bmatrix}, G_1 \leftarrow \begin{bmatrix} d_{10} & d_{11} \\ x d_{11} & d_{10} \end{bmatrix}$

6: $T\. \text{value} \leftarrow L_{10}$

7: $T\. \text{leftchild} \leftarrow \text{ffLDL}^\star (G_0)$

8: $T\. \text{rightchild} \leftarrow \text{ffLDL}^\star (G_1)$

9: \textbf{return } $T$

10: \textbf{if } $(n = 6)$ \textbf{then} $\quad \triangleright k = 2$

11: $d_{00}, d_{01}, d_{02} \leftarrow \text{splitfft}_3 (D_{00})$

12: $d_{10}, d_{11}, d_{12} \leftarrow \text{splitfft}_3 (D_{11})$

13: $G_0 \leftarrow \begin{bmatrix} d_{00} & d_{01} & d_{02} \\ x d_{01} & d_{00} & d_{01} \\ x d_{02} & x d_{01} & d_{00} \end{bmatrix}, G_1 \leftarrow \begin{bmatrix} d_{10} & d_{11} & d_{12} \\ x d_{12} & d_{10} & d_{11} \\ x d_{11} & x d_{12} & d_{10} \end{bmatrix}$

14: $T\. \text{value} \leftarrow L_{10}$

15: $T\. \text{leftchild} \leftarrow \text{ffLDL}^\star (G_0)$

16: $T\. \text{rightchild} \leftarrow \text{ffLDL}^\star (G_1)$

17: \textbf{return } $T$

18: \textbf{if } $(n = 2)$ \textbf{then} $\quad \triangleright k = 3$

19: $T\. \text{value} \leftarrow (L_{10}, L_{20}, L_{21})$

20: $T\. \text{leftchild} \leftarrow D_{00}$

21: $T\. \text{middlechild} \leftarrow D_{11}$

22: $T\. \text{rightchild} \leftarrow D_{22}$

23: \textbf{return } $T$
At a high level, our fast Fourier sampling algorithm can be seen as a recursive variant of Klein’s well known trapdoor sampler (also known as the GPV sampler). Klein’s sampler uses a matrix \( L \) (and the norm of Gram-Schmidt vectors) as a trapdoor, whereas ours uses a tree of such matrices (or rather, a tree of their non-trivial elements). Given \( t = (t_0, t_1) \), our algorithm first splits \( t_1 \) using the splitting operator, recursively applies itself to it (using the right child \( T \).rightchild of \( T \)), and uses the merging operator to lift the solution to the base ring of \( \mathbb{Z}[x]/(\phi) \); it then applies itself again recursively with \( t_0 \). It is important to notice that the recursions cannot be done in parallel: the second recursion takes into account the result of the first recursion, and this is done using information contained in \( T \).value.

The most delicate part of our signature algorithm is the fast Fourier sampling described in algorithm 18, because it makes use of the FALCON tree and of discrete Gaussians over \( \mathbb{Z} \). The rest of the algorithm, including the compression of the signature, is rather straightforward to implement.

Formally, given a secret key \( sk \) and a message \( m \), the signer uses \( sk \) to sign \( m \) as follows:

1. A random salt \( r \) is generated uniformly in \( \{0, 1\}^{320} \). The concatenated string \( (r\|m) \) is then hashed to a point \( c \in \mathbb{Z}_q[x]/(\phi) \) as specified by algorithm 7.
2. A (not necessarily short) preimage \( t \) of \( c \) is computed, and is then given as input to the fast Fourier sampling algorithm, which outputs two short polynomials \( s_1, s_2 \in \mathbb{Z}[x]/(\phi) \) (in FFT representation) such that \( s_1 + s_2 h = c \mod q \), as specified by algorithm 18.
3. \( s_2 \) is encoded (compressed) to a bitstring \( s \) as specified in section 3.11.
4. The signature consists of the pair \( (r, s) \).

**A note on sampling over \( \mathbb{Z} \).** The algorithm 18 requires access to an oracle \( D \) for the distribution \( D_{\mathbb{Z}_t,\sigma',c'} \), where \( \sigma' \) can be the value of any leaf of the private FALCON tree \( T \), and \( c' \in \mathbb{Q} \) is arbitrary\(^2\). How to implement \( D \) is outside the scope of this specification. It is only required that the Rényi divergence between this oracle and an ideal discrete Gaussian \( D_{\mathbb{Z}_t,\sigma',c'} \) verifies \( R_{512}(D||D_{\mathbb{Z}_t,\sigma',c'}) \leq 1 + 2^{-66} \), for the definition of the Rényi divergence given in e.g. [BLL+15].

The FALCON reference implementation uses a Gaussian sampler based on rejection sampling against a bimodal distribution; it is described in section 4.4. It is noteworthy that the range of possible values for the standard deviation in the Gaussian sampler is limited: it is always greater than 1.2, and always lower than 1.9 (in the binary case) or 2.20 (in the ternary case).

The general architecture of the signing procedure is illustrated in figure 3.4.

\(^2\)In the ternary case, leaf values may also be multiplied by \( 2/\sqrt{3} \).
Algorithm 17 \texttt{Sign} \((m, sk, \beta)\)

\begin{algorithmic}
  \Require A message \(m\), a secret key \(sk\), a bound \(\beta\)
  \Ensure A signature \(\text{sig}\) of \(m\)
  \State 1: \(r \leftarrow \{0, 1\}^{320}\) uniformly
  \State 2: \(c \leftarrow \text{HashToPoint}(r \parallel m)\)
  \State 3: \(t \leftarrow (\text{FFT}(c), \text{FFT}(0)) \cdot \hat{B}^{-1}\)
  \State 4: \textbf{do}
  \State 5: \hspace{1em} \(z \leftarrow \text{ffSampling}_{\sigma}(t, T)\)
  \State 6: \hspace{1em} \(s = (t - z)\hat{B}\)
  \State 7: \hspace{1em} \textbf{while} \(\|s\| > \beta\)
  \State 8: \hspace{2em} \((s_1, s_2) \leftarrow \text{invFFT}(s)\)
  \State 9: \hspace{2em} \(s \leftarrow \text{Compress}(s_2)\)
  \State 10: \textbf{return} \(\text{sig} = (r, s)\)
\end{algorithmic}

Figure 3.4: Flowchart of the signature
3.9.2 Fast Fourier sampling: the binary case

This section describes our fast Fourier sampling algorithm in the binary case. This is done in algorithm 18. It is worth noticing that we perform all the operations in FFT representation for efficiency reasons, but the whole algorithm could also be executed in coefficient representation instead, at a price of a $O(n/\log n)$ penalty in speed.

Algorithm 18 \texttt{ffSampling}$_n(t, T)$ (Binary case)

Require: $t = (t_0, t_1) \in \text{FFT}(\mathbb{Q}[x]/(x^n + 1))^2$, a FALCON tree $T$

Ensure: $z = (z_0, z_1) \in \text{FFT}(\mathbb{Z}[x]/(x^n + 1))^2$

Format: All polynomials are in FFT representation.

1: if $n = 1$ then
  2: $\sigma' \leftarrow T.\text{value}$
  3: $z_0 \leftarrow D_{z, t_0, \sigma'}$ \hspace{1cm} \triangleright \text{Since } n = 1, t_0 = \text{invFFT}(t_0) \in \mathbb{Q} \text{ and } z_0 = \text{invFFT}(z_0) \in \mathbb{Z}$
  4: $z_1 \leftarrow D_{z, t_1, \sigma'}$ \hspace{1cm} \triangleright \text{Since } n = 1, t_1 = \text{invFFT}(t_1) \in \mathbb{Q} \text{ and } z_1 = \text{invFFT}(z_1) \in \mathbb{Z}$
  5: return $z = (z_0, z_1)$

6: $(\ell, T_0, T_1) \leftarrow (T.\text{value}, T.\text{leftchild}, T.\text{rightchild})$

7: $t_1 \leftarrow \text{splitfft}_2(t_1)$ \hspace{1cm} \triangleright \text{$t_1 \in \text{FFT}(\mathbb{Q}[x]/(x^{n/2} + 1))^2$}$

8: $z_1 \leftarrow \text{ffSampling}_{n/2}(t_1, T_1)$ \hspace{1cm} \triangleright \text{First recursive call to } \text{ffSampling}_{n/2}$

9: $z_1 \leftarrow \text{mergefft}_2(z_1)$

10: $t_0' \leftarrow t_0 + (t_1 - z_1) \odot \ell$ \hspace{1cm} \triangleright \text{Second recursive call to } \text{ffSampling}_{n/2}$

12: $z_0 \leftarrow \text{ffSampling}_{n/2}(t_0, T_0)$

13: $z_0 \leftarrow \text{mergefft}_2(z_0)$

14: return $z = (z_0, z_1)$

3.9.3 Fast Fourier sampling: the ternary case

This section describes our fast Fourier sampling algorithm in the ternary case. This is done in algorithm 19. Once again, the description is more complex than in the binary case but the general strategy remains the same.

We explain the last step for $n = 2$. The scalar product on $\mathbb{Q}^2$ induced by the isomorphism $\mathbb{Q}[X]/(x^2 - x + 1) \cong \mathbb{Q}^2$ is

$$\langle (a_0, a_1), (b_0, b_1) \rangle = a_0b_0 + a_1b_1 + \frac{1}{2}a_0b_1 + \frac{1}{2}a_1b_0.$$ 

Let $t = t_0 + t_1x \in \mathbb{Q}[x]/(x^2 - x + 1)$. Then the matrix over $\mathbb{Q}$ corresponding to the endomorphism $\psi_t : z \mapsto tz$ is given by

$$\begin{bmatrix}
t_0 & t_1 \\
t_1 & t_0 + t_1
d\end{bmatrix}.$$
We need to Gram-Schmidt orthogonalize this matrix with respect to the norm above. One finds for the Gram-Schmidt coefficient:

\[ \ell = \frac{\langle (-t_1, t_0 + t_1), (t_0, t_1) \rangle}{\langle (t_0, t_1), (t_0, t_1) \rangle} = \frac{1}{2}. \]

The lengths of the Gram-Schmidt vectors are \(||(t_0, t_1)||\) and \(||(-t_1 - \frac{1}{2}t_0, t_0 + \frac{1}{2}t_1)|| = \frac{\sqrt{3}}{2}||(t_0, t_1)||\). In the \(LDDL^*\) decomposition of the basis matrix over \(\mathbb{Q}[x]/(x^2 - x + 1)\), the diagonal coefficients of \(D\) are precisely the norms \(||\ell||^2\).

Algorithm 19 \texttt{ffSampling}_n(t, T) \hspace{1cm} (Ternary case)

Require: \(t = (t_0, t_1) \in \text{FFT} \left( \frac{\mathbb{Q}[x]}{(x^n - x^{n/2} + 1)} \right)^k\), a FALCON tree \(T\)

Ensure: \(z = (z_0, z_1) \in \text{FFT} \left( \frac{\mathbb{Z}[x]}{(x^n - x^{n/2} + 1)} \right)^k\)

Format: All polynomials are in FFT representation.

1: if \((n > 6)\) then \hspace{1cm} \(\triangleright k = 2\)
2: \( (\ell, T_0, T_1) \leftarrow (T.\text{value}, T.\text{leftchild}, T.\text{rightchild}) \)
3: \( z_1 \leftarrow \text{mergefft}_2 \circ \text{ffSampling}_{n/2}(\text{splitfft}_2(t_1), T_1) \)
4: \( t_0' \leftarrow t_0 + (t_1 - z_1) \odot \ell \)
5: \( z_0 \leftarrow \text{mergefft}_2 \circ \text{ffSampling}_{n/2}(\text{splitfft}_2(t_0'), T_0) \)
6: return \(z = (z_0, z_1)\)
7: if \((n = 6)\) then \hspace{1cm} \(\triangleright k = 2\)
8: \( (\ell, T_0, T_1) \leftarrow (T.\text{value}, T.\text{leftchild}, T.\text{rightchild}) \)
9: \( z_1 \leftarrow \text{mergefft}_3 \circ \text{ffSampling}_{n/3}(\text{splitfft}_3(t_1), T_1) \)
10: \( t_0' \leftarrow t_0 + (t_1 - z_1) \odot \ell \)
11: \( z_0 \leftarrow \text{mergefft}_3 \circ \text{ffSampling}_{n/3}(\text{splitfft}_3(t_0'), T_0) \)
12: return \(z = (z_0, z_1)\)
13: if \((n = 2)\) then \hspace{1cm} \(\triangleright k = 3\)
14: \( (\ell_{10}, \ell_{20}, \ell_{21}), T_0, T_1, T_2) \leftarrow (T.\text{value}, T.\text{leftchild}, T.\text{middlechild}, T.\text{rightchild}) \)
15: \( z_3 \leftarrow \text{mergefft}_6 \circ \text{ffSampling}_{n/2}(\text{splitfft}_6(t_2), T_2) \)
16: \( t_1' \leftarrow t_1 + (t_2 - z_2) \odot \ell_{21} \)
17: \( z_1 \leftarrow \text{mergefft}_6 \circ \text{ffSampling}_{n/2}(\text{splitfft}_6(t_1'), T_1) \)
18: \( t_0' \leftarrow t_0 + (t_1 - z_1) \odot \ell_{10} + (t_2 - z_2) \odot \ell_{20} \)
19: \( z_0 \leftarrow \text{mergefft}_6 \circ \text{ffSampling}_{n/2}(\text{splitfft}_6(t_0'), T_0) \)
20: return \(z = (z_0, z_1, z_2)\)
21: if \((n = 1)\) then \hspace{1cm} \(\triangleright k = 2\)
22: \( \sigma' \leftarrow T.\text{value} \)
23: \( z_1 \leftarrow D_{z, t_1, \frac{2}{3}\sigma'} \)
24: \( t_0' \leftarrow t_0 + \frac{1}{2}(t_1 - z_1) \)
25: \( z_0 \leftarrow D_{z, t_0', \sigma'} \)
26: return \(z = (z_0, z_1)\)

Note that in the ternary case, for each tree leaf value \(\sigma'\), the Gaussian sampler is invoked twice, with standard deviations \(\sigma'\) and \(2\sigma'/\sqrt{3}\). The practical consequence is that the range of inputs for the Gaussian
sampler is larger in the ternary case, compared to the binary case.

3.10 Signature Verification

3.10.1 Overview

The signature verification procedure is much simpler than the key pair generation and the signature generation, both to describe and to implement. Given a public key \( pk = h \), a message \( m \), a signature \( \text{sig} = (r,s) \) and an acceptance bound \( \beta \), the verifier uses \( pk \) to verify that \( \text{sig} \) is a valid signature for the message \( m \) as specified hereinafter:

1. The value \( r \) (called "the salt") and the message \( m \) are concatenated to a string \((r|m)\) which is hashed to a polynomial \( c \in \mathbb{Z}_q[x]/(\phi) \) as specified by algorithm 7.

2. \( s \) is decoded (decompressed) to a polynomial \( s_2 \in \mathbb{Z}[x]/(\phi) \) as specified in section 3.11.

3. The value \( s_1 = c - s_2 h \mod q \) is computed.

4. If \( \|(s_1, s_2)\| \leq \beta \), then the signature is accepted as valid. Otherwise, it is rejected.

The only subtlety here is that, as recalled in the notations, \( \|\| \) denotes the embedding norm and not the coefficient norm. However, it is possible to compute it in linear time. Given two polynomials \( a \) and \( b \) in \( \mathbb{Z}_q[x]/(\phi) \), whose coefficients are denoted \( a_j \) and \( b_j \), respectively, the norm \( \|(a, b)\| \) is such that, in the binary case:

\[
\|(a, b)\|^2 = \sum_{j=0}^{n-1} (a_j^2 + b_j^2)
\]

and, in the ternary case:

\[
\|(a, b)\|^2 = \sum_{j=0}^{n-1} (a_j^2 + b_j^2) + \sum_{j=0}^{n/2-1} (a_ja_{j+n/2} + b_jb_{j+n/2})
\]

3.10.2 Specification

The specification of the signature verification is given in algorithm 20.

Computation of \( s_1 \) can be performed entirely in \( \mathbb{Z}_q[x]/(\phi) \); the resulting values should then be normalized to the \([−q/2]\) to \([q/2]\) range.

In order to avoid computing a square root, the squared norm can be computed, using only integer operations, and then compared to \( \beta^2 \).
Algorithm 20 Verify \((m, \text{sig}, pk, \beta)\)

Require: A message \(m\), a signature \(\text{sig} = (r, s)\), a public key \(pk = h \in \mathbb{Z}_q[x]/(\phi)\), a bound \(\beta\)

Ensure: Accept or reject

1: \(c \leftarrow \text{HashToPoint}(r \parallel m, q, n)\)
2: \(s_2 \leftarrow \text{Decompress}(s)\)
3: \(s_1 \leftarrow c - s_2h \mod q\)
4: if \(\| (s_1, s_2) \| \leq \beta\) then
5:    accept
6: else
7:    reject

### 3.11 Encoding Formats

#### 3.11.1 Bits and Bytes

A byte is a sequence of eight bits (formally, an octet). Within a byte, bits are ordered from left to right. A byte has a numerical value, which is obtained by adding the weighted bits; the leftmost bit, also called “top bit” or “most significant”, has weight 128; the next bit has weight 64, and so on, until the rightmost bit, which has weight 1.

Some of the encoding formats defined below use sequences of bits. When a sequence of bits is represented as bytes, the following rules apply:

- The first byte will contain the first eight bits of the sequence; the second byte will contain the next eight bits, and so on.
- Within each byte, bits are ordered left-to-right in the same order as they appear in the source bit sequence.
- If the bit sequence length is not a multiple of 8, up to 7 extra padding bits are added at the end of the sequence. The extra padding bits MUST have value zero.

This handling of bits matches widely deployed standard, e.g. bit ordering in the SHA-2 and SHA-3 functions, and BIT STRING values in ASN.1.

#### 3.11.2 Compressing Gaussians

In Falcon as in other lattice-based signatures schemes, it is not uncommon to have to deal with discrete Gaussians. In particular, the signature of a message essentially consists of a polynomial \(s \in \mathbb{Z}_q[x]/(\phi)\) which coefficients are distributed around 0 according to a discrete Gaussian distribution of standard deviation \(\sigma = 1.55\sqrt{q} \ll q\). A naive encoding of \(s\) would require about \(\lceil \log_2 q \rceil \cdot \deg(\phi)\) bits, which is far from optimal for communication complexity.
In this section we specify algorithms for compressing and decompressing efficiently polynomials such as \( s \). The description of this compression procedure is simple:

1. For each coefficient \( s_i \), a compressed string \( \text{str}_i \) is defined as follows:
   
   (a) The first bit of \( \text{str}_i \) is the sign of \( s_i \);
   
   (b) The 7 next bits of \( \text{str}_i \) are the 7 least significant bits of \( |s_i| \), in order of significance, i.e. most to least significant (in the ternary case, we use 8 bits here, owing to the larger value of \( q \));
   
   (c) The last bits of \( \text{str}_i \) are an encoding of the most significant bits of \( |s_i| \) using unary coding. If \( \lfloor |s_i|/2^7 \rfloor = k \), then its encoding is \( 0 \ldots 01 \) repeated \( k \) times;

2. The compression of \( s \) is the concatenated string \( \text{str} \leftarrow (\text{str}_0\|\text{str}_1\|\ldots\|\text{str}_{n-1}) \).

The rationale behind this encoding is based on two observations. First, since \( s_i \mod 2^7 \) is close to uniform, there is nothing to be gained by trying to compress the 7 least significant bits of \( s_i \). Second, if a Huffman table is computed for the most significant bits of \( |s_i| \), it results in the unary code we just described. So our unary code is actually a Huffman code for the distribution of the most significant bits of \( |s_i| \). A formal description is given in algorithm 21, for the binary case. For the ternary case, the same algorithm is used, except that 8 low bits are used instead of 7.

```latex
\begin{algorithm}
\caption{Compress(s)}
\textbf{(Binary case)}
\begin{algorithmic}[1]
\Require A polynomial \( s = \sum s_i x^i \in \mathbb{Z}[x] \) of degree \(< n\)
\Ensure A compressed representation \( \text{str} \) of \( s \)
\State \text{str} \leftarrow \{} \quad \triangleright str is the empty string
\For {\( i \) from 0 to \( n - 1 \) do} \quad \triangleright At each step, \( \text{str} \leftarrow (\text{str}\|\text{str}_i) \)
\State \text{str} \leftarrow (\text{str}\|b), \text{where } b = 1 \text{ if } s_i > 0, b = 0 \text{ otherwise}
\State \text{str} \leftarrow (\text{str}\|b_0b_1\ldots b_6), \text{where } b_j = \lfloor |s_i|/2^j \rfloor \mod 2
\State k \leftarrow \lfloor |s_i|/2^7 \rfloor
\For {\( j \) from 1 to \( k \) do}
\State \text{str} \leftarrow (\text{str}\|0)
\EndFor
\State \text{str} \leftarrow (\text{str}\|1)
\EndFor
\State \text{return} \text{str}
\end{algorithmic}
\end{algorithm}
```

The corresponding decompression algorithm is given in algorithm 22. There again, the ternary case is similar, except that it expects 8 low bits instead of 7. For any polynomial \( s \in \mathbb{Z}[x] \), it holds that \( \text{Decompress} \circ \text{Compress}(s) = s \).
Algorithm 22  Decompress(str)  (Binary case)

Ensure: A string \( \text{str} = \{\text{str}[i]\}_{i=0,\ldots,\ell-1} \) of length \( \ell \)

Require: A polynomial \( s = \sum s_ix^i \in \mathbb{Z}[x] \)

1: \( j \leftarrow 0 \)
2: for \( i \) from 0 to \( n - 1 \) do
3: \( s'_i \leftarrow \sum_{j=0}^{6} 2^j \text{str}[1+j] \)  \( \triangleright \) We recover the lowest bits of \( |s_i| \).
4: \( k \leftarrow 0 \)  \( \triangleright \) We recover the highest bits of \( |s_i| \).
5: while \( \text{str}[7+k] = 0 \) do
6: \( k \leftarrow k + 1 \)
7: \( s_i \leftarrow (-1)^{\text{str}[0]+1} \cdot (s'_i + 2^7k) \)  \( \triangleright \) We recover \( s_i \).
8: \( \text{str} \leftarrow \text{str}[9+k\ldots\ell-1] \)  \( \triangleright \) We remove the bits of \( \text{str} \) already read.
9: return \( s = \sum_{i=0}^{n-1} s_i x^i \)

3.11.3  Signatures

A Falcon signature consists of two strings \( r \) and \( s \). They are normally encoded separately, because the salt \( r \) must be known before beginning to hash the message itself, while the \( s \) value can be obtained or verified only after the whole message has been processed. In a format that supports streamed processing of long messages, the salt \( r \) would normally be encoded before the message, while the \( s \) value would appear after the message bytes.

\( s \) encodes the polynomial \( s_2 \) in a sequence of bytes. The first byte has the following format (bits indicated from most to least significant):

\[
\text{t c c 0 n n n n}
\]

with these conventions:

- The leftmost bit \( t \) is 1 in the ternary case, 0 in the binary case.
- Bits \( c c \) indicates the compression algorithm: 00 is “uncompressed”, and 01 is “compressed”. Values 10 and 11 are reserved and shall not be used for now.
- The fourth bit is reserved and must be zero.
- Bits \( n n n n \) encode a value \( \ell \). In the binary case, degree is \( n = 2^\ell \); in the ternary case, degree is \( n = 3 \cdot 2^{\ell-1} \). Degree must be in the allowed range (2 to 1024 in binary, 12 to 768 in ternary).

Following this header byte is the encoded \( s_2 \) value (\( s \) string). If the compression algorithm is “uncompressed”, then the \( n \) coefficients of \( s_2 \) follow, in signed (two’s complement) big-endian 16-bit encoding. If the algorithm is “compressed”, then the compression algorithm described in section 3.11.2 is applied and yields \( s \) as a sequence of bits; extra bits in the final byte (if the length of \( s \) is not a multiple of 8) are set to 0.
3.11.4 Public Keys

A FALCON public key is a polynomial $h$ whose coefficients are considered modulo $q$. An encoded public key starts with a header byte:

$t \ 0 \ 0 \ 0 \ n \ n \ n \ n$

with these conventions:

- The leftmost bit $t$ is 1 in the ternary case, 0 in the binary case.
- The next three bits are reserved and must be zero.
- Bits $n n n n$ encode a value $\ell$. In the binary case, degree is $n = 2^\ell$; in the ternary case, degree is $n = 3 \cdot 2^{\ell-1}$. Degree must be in the allowed range (2 to 1024 in binary, 12 to 768 in ternary).

After the header byte comes the encoding of $h$: each value (in the $0$ to $q - 1$ range) is encoded as a 14-bit or 15-bit sequence (in the binary case, $q = 12289$ and 14 bits per value are used; in the ternary case, $q = 18433$ and 15 bits are used). The encoded values are concatenated into a bit sequence of $14n$ or $15n$ bits, which is then represented as $\lceil 14n/8 \rceil$ or $\lceil 15n/8 \rceil$ bytes.

3.11.5 Private Keys

Private keys use the following header byte:

$t \ c \ c \ g \ n \ n \ n \ n$

with these conventions:

- The leftmost bit $t$ is 1 in the ternary case, 0 in the binary case.
- Bits $c c$ indicates the compression algorithm: 00 is “uncompressed”, and 01 is “compressed”. Values 10 and 11 are reserved and shall not be used for now.
- Bit $g$ is 0 if the key includes the polynomial $G$, or 1 if $G$ is absent.
- Bits $n n n n$ encode a value $\ell$. In the binary case, degree is $n = 2^\ell$; in the ternary case, degree is $n = 3 \cdot 2^{\ell-1}$. Degree must be in the allowed range (2 to 1024 in binary, 12 to 768 in ternary).

Following the header byte are the encodings of $f$, $g$, $F$, and optionally $G$, in that order. When no compression is used (bit $c$ is 0), each coordinate is encoded as a 16-bit signed value (two’s complement, big-endian convention). When compression is used, each polynomial is compressed with the algorithm described in section 3.11.2; each of the four polynomial yields a bit sequence which is split into bytes with up to 7 padding bits so that each encoded polynomial starts at a byte boundary.
When G is absent (bit g is 1), users must recompute it. This is easily done thanks to the NTRU equation:

\[ G = \frac{(q + gF)}{f} \mod \phi \]  

(3.30)

Since the coefficients of f, g, F and G are small, this computation can be done modulo q as well, using the same techniques as signature verification (e.g. the NTT).

### 3.11.6 NIST Competition API

In order to fit the API to be implemented by candidates to the NIST call for post-quantum algorithms, the following choices have been made:

- Private keys use uncompressed format: the API does not provide for keeping a private key length parameter, so the uncompressed format is used because it has a known, fixed length.
- The API assumes that a signed message is encoded as a single entity. In the case of Falcon, a signed message is the concatenation of, in that order:
  - the signature length, in bytes (encoded over two bytes, big-endian convention);
  - the salt r (40 bytes);
  - the message itself;
  - the signature (s).

### 3.12 Recommended Parameters

In this section, we specify three set of parameters to address the five security levels required by NIST [NIS16, Section 4.A.5]. These can be found in table 3.1.

<table>
<thead>
<tr>
<th>Level</th>
<th>Dimension n</th>
<th>Polynomial φ</th>
<th>Modulus q</th>
<th>Acceptance bound β²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - AES128</td>
<td>512</td>
<td>( x^n + 1 )</td>
<td>12289</td>
<td>43533782</td>
</tr>
<tr>
<td>2 - SHA256</td>
<td>768</td>
<td>( x^n - x^{n/2} + 1 )</td>
<td>18433</td>
<td>100464491</td>
</tr>
<tr>
<td>3 - AES192</td>
<td>768</td>
<td>( x^n - x^{n/2} + 1 )</td>
<td>18433</td>
<td>100464491</td>
</tr>
<tr>
<td>4 - SHA384</td>
<td>1024</td>
<td>( x^n + 1 )</td>
<td>12289</td>
<td>87067565</td>
</tr>
<tr>
<td>5 - AES256</td>
<td>1024</td>
<td>( x^n + 1 )</td>
<td>12289</td>
<td>87067565</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level</th>
<th>Dimension n</th>
<th>Polynomial φ</th>
<th>Modulus q</th>
<th>Acceptance bound β²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - AES128</td>
<td>512</td>
<td>( x^n + 1 )</td>
<td>12289</td>
<td>43533782</td>
</tr>
<tr>
<td>2 - SHA256</td>
<td>768</td>
<td>( x^n - x^{n/2} + 1 )</td>
<td>18433</td>
<td>100464491</td>
</tr>
<tr>
<td>3 - AES192</td>
<td>768</td>
<td>( x^n - x^{n/2} + 1 )</td>
<td>18433</td>
<td>100464491</td>
</tr>
<tr>
<td>4 - SHA384</td>
<td>1024</td>
<td>( x^n + 1 )</td>
<td>12289</td>
<td>87067565</td>
</tr>
<tr>
<td>5 - AES256</td>
<td>1024</td>
<td>( x^n + 1 )</td>
<td>12289</td>
<td>87067565</td>
</tr>
</tbody>
</table>

Table 3.1: Falcon security parameters

**Acceptance bound.** It is important that signers and verifiers agree exactly on the acceptance bound, since signatures may come arbitrarily close to that bound (signers restart the signing process when they
exceed it). We thus define the bound $\beta$ in the binary case (with $q = 12289$) such that:

$$\beta^2 = \left\lfloor \frac{87067565n}{1024} \right\rfloor$$

(3.31)

and, in the ternary case (with $q = 18433$):

$$\beta^2 = \left\lfloor \frac{100464491n}{768} \right\rfloor$$

(3.32)
Chapter 4

Implementation and Performances

We list here a number of noteworthy points related to implementation.

4.1 Floating-Point

Signature generation, and also part of key pair generation, involve the use of complex numbers. These can be approximated with standard IEEE 754 floating-point numbers (“binary64” format, commonly known as “double precision”). Each such number is encoded over 64 bits, that split into the following elements:

- a sign \( s = \pm 1 \) (1 bit);
- an exponent \( e \) in the \(-1022\) to \(+1023\) range (11 bits);
- a mantissa \( m \) such that \(1 \leq m < 2\) (52 bits).

In general, the represented value is \( sm2^e \). The mantissa is encoded as \( 2^{52}(m - 1) \); it has 53 bits of precision, but its top bit, of value 1 by definition, is omitted in the encoding.

The exponent \( e \) uses 11 bits, but its range covers only 2046 values, not 2048. The two extra possible values for that field encode special cases:

- The value zero. IEEE 754 has two zeros, that differ by the sign bit.
- Subnormals: they use the minimum value for the exponent \((-1022)\) but the implicit top bit of the mantissa is 0 instead of 1.
- Infinites (positive and negative).
- Erroneous values, known as NaN (Not a Number).
Apart from zero, **FALCON** does not exercise these special cases; exponents remain relatively close to zero; no infinite or NaN is obtained.

The C language specification does not guarantee that its `double` type maps to IEEE 754 “binary64” type, only that it provides an exponent range and precision that match at least that IEEE type. Support of subnormals, infinites and NaNs is left as implementation-defined. In practice, most C compilers will provide what the underlying hardware directly implements, and may include full IEEE support for the special cases at the price of some non-negligible overhead, e.g. extra tests and supplementary code for subnormals, infinites and NaNs. Common x86 CPU, in 64-bit mode, use SSE2 registers and operations for floating-point, and the hardware already provides complete IEEE 754 support. Other processor types have only a partial support; e.g. many PowerPC cores meant for embedded systems do not handle subnormals (such values are then rounded to zeros). **FALCON** works properly with such limited floating-point types.

Some processors do not have a FPU at all. These will need to use some emulation using integer operations. As explained above, special cases need not be implemented.

### 4.2 FFT and NTT

#### 4.2.1 FFT

The Fast Fourier Transform for a polynomial \( f \) computes \( f(\zeta) \) for all roots \( \zeta \) of \( \phi \) (over \( \mathbb{C} \)). It is normally expressed recursively. If \( \phi = x^n + 1 \), and \( f = f_0(x^2) + xf_1(x^2) \), then the following holds for any root \( \zeta \) of \( \phi \):

\[
\begin{align*}
  f(\zeta) &= f_0(\zeta^2) + \zeta f_1(\zeta^2) \\
  f(-\zeta) &= f_0(\zeta^2) - \zeta f_1(\zeta^2)
\end{align*}
\]  

(4.1)

\( \zeta^2 \) is a root of \( x^{n/2} + 1 \); thus, the FFT of \( f \) is easily computed, with \( n/2 \) multiplications and \( n \) additions or subtractions, from the FFT of \( f_0 \) and \( f_1 \), both being polynomials of degree less than \( n/2 \), and taken modulo \( \phi' = x^{n/2} + 1 \). This leads to a recursive algorithm of cost \( O(n \log n) \) operations.

The FFT can be implemented iteratively, with minimal data movement and no extra buffer: in the equations above, the computed \( f(\zeta) \) and \( f(-\zeta) \) will replace \( f_0(\zeta^2) \) and \( f_1(\zeta^2) \). This leads to an implementation known as “bit reversal”, due to the resulting ordering of the \( f(\zeta) \): if \( \zeta_j = e^{i(\pi/2)n(2j+1)} \), then \( f(\zeta_j) \) ends up in slot \( \text{rev}(j) \), where \( \text{rev} \) is the bit-reversal function over \( \log_2 n \) bits (it encodes its input in binary with left-to-right order, then reinterprets it back as an integer in right-to-left order).

In the iterative, bit-reversed FFT, the first step is computing the FFT of \( n/2 \) sub-polynomials of degree 1, corresponding to source index pairs \( (0, n/2) \), \( (1, n/2 + 1) \), and so on.

Some noteworthy points for FFT implementation in **FALCON** are the following:

- The FFT uses a table of pre-computed roots \( \zeta_j = e^{i(\pi/2)n(2j+1)} \). The inverse FFT nominally
requires, similarly, a table of inverses of these roots. However, \( \zeta_j^{-1} = \overline{\zeta_j} \); thus, inverses can be efficiently recomputed by negating the imaginary part.

- \( \phi \) has \( n \) distinct roots in \( \mathbb{C} \), leading to \( n \) values \( f(\zeta_j) \), each being a complex number, with a real and an imaginary part. Storage space requirements are then \( 2n \) floating-point numbers. However, if \( f \) is real, then, for every root \( \zeta \) of \( \phi \), \( \overline{\zeta} \) is also a root of \( \phi \), and \( f(\overline{\zeta}) = f(\zeta) \). Thus, the FFT representation is redundant, and half of the values can be omitted, reducing storage space requirements to \( n/2 \) complex numbers, hence \( n \) floating-point values.

- The Hermitian adjoint of \( f \) is obtained in FFT representation by simply computing the conjugate of each \( f(\zeta) \), i.e. negating the imaginary part. This means that when a polynomial is equal to its Hermitian adjoint (e.g. \( ff^* + gg^* \)), then its FFT representation contains only real values. If then multiplying or dividing by such a polynomial, the unnecessary multiplications by 0 can be optimized away.

- The C language (since 1999) offers direct support for complex numbers. However, it may be convenient to keep the real and imaginary parts separate, for values in FFT representation. If the real and imaginary parts are kept at indexes \( k \) and \( k + n/2 \), respectively, then some performance benefits are obtained:
  - The first step of FFT becomes free. That step involves gathering pairs of coefficients at indexes \( (k, k + n/2) \), and assembling them with a root of \( x^2 + 1 \), which is \( i \). The source coefficients are still real numbers, thus \( (f_0, f_{n/2}) \) yields \( f_0 + if_{n/2} \), whose real and imaginary parts must be stored at indexes 0 and \( n/2 \) respectively, where they already are. The whole loop disappears.
  - When a polynomial is equal to its Hermitian adjoint, all its values in FFT representation are real. The imaginary parts are all null, and they represent the second half of the array. Storage requirements are then halved, without requiring any special reordering or move of values.

### 4.2.2 Ternary FFT

In the ternary case, the same general rules apply, but with some variations. Informally, in the binary case, the FFT is a succession of degree doublings; in the ternary case, there are three different operations:

- Initial step: modulus is \( \phi = x^2 - x + 1 \), whose roots are not \( i \) and \( -i \); instead, its roots are \( e^{i\pi/3} \) and \( e^{-i\pi/3} \). The first step of the FFT is no longer free.

- Degree doublings are similar to the binary case; roots of \( x^n - x^{n/2} + 1 \) are the square roots of the roots of \( x^{n/2} - x^{n/4} + 1 \).

- Since \( n \) is a multiple of 3, there must be a degree tripling operation. Degree tripling uses the fol-
following equations:
\[
\begin{align*}
f(\zeta) &= f_0(\zeta^3) + \zeta f_1(\zeta^3) + \zeta^2 f_2(\zeta^3) \\
f(\zeta\delta) &= f_0(\zeta^3) + \zeta\delta f_1(\zeta^3) + \zeta^2\delta^2 f_2(\zeta^3) \\
f(\zeta\delta^2) &= f_0(\zeta^3) + \zeta\delta^2 f_1(\zeta^3) + \zeta^2\delta f_2(\zeta^3)
\end{align*}
\] (4.2)

where \( \delta = e^{i(2\pi/3)} \) (a primitive cube root of 1).

The degree tripling operation can occur before the doublings, or after, or even in between. However, this choice must match the sequence of splittings and mergings in the Fast Fourier sampling. The description made in algorithm 19 elects to perform the degree tripling operation near the initial step, i.e. to bring the modulus from \( x^2 - x + 1 \) to \( x^6 - x^3 + 1 \).

4.2.3 NTT

The Number Theoretic Transform is the analog of the FFT, in the finite field \( \mathbb{Z}_p \) of integers modulo a prime \( p \). In the binary case, \( \phi = x^n + 1 \) will have roots in \( \mathbb{Z}_p \) if and only if \( p = 1 \mod 2n \). In the ternary case, \( \phi = x^n - x^{n/2} + 1 \) is a divisor of \( x^{3n/2} + 1 \), hence we will need \( p = 1 \mod 3n \). The NTT, for an input polynomial \( f \) whose coefficients are integers modulo \( p \), computes \( f(\omega) \mod p \) for all roots \( \omega \) of \( \phi \) in \( \mathbb{Z}_p \).

Signature verification is naturally implemented modulo \( q \). That small modulus was chosen precisely to allow the NTT to be used:

- Binary case: \( q = 12289 = 1 + 12 \cdot 2048 \)
- Ternary case: \( q = 18433 = 1 + 8 \cdot 2304 \)

Computations modulo \( q \) can be implemented with pure 32-bit integer arithmetics, avoiding divisions and branches, both being relatively expensive. For instance, modular addition of \( x \) and \( y \) may use this function:

```c
static inline uint32_t
mq_add(uint32_t x, uint32_t y, uint32_t q) {
    uint32_t d;

    d = x + y - q;
    return d + (q & -(d >> 31));
}
```

This code snippet uses the fact that C guarantees operations on `uint32_t` to be performed modulo \( 2^{32} \); since operands fits on 15 bits, the top bit of the intermediate value \( d \) will be 1 if and only if the subtraction of \( q \) yields a negative value.
For multiplications, Montgomery multiplication is effective:

```c
static inline uint32_t
mq_montymul(uint32_t x, uint32_t y, uint32_t q, uint32_t q0i)
{
    uint32_t z, w;

    z = x * y;
    w = ((z * q0i) & 0xFFFF) * q;
    z = ((z + w) >> 16) - q;
    return z + (q & -(z >> 31));
}
```

The parameter \(q0i\) contains \(1/q \mod 2^{16}\), a value which can be hardcoded since \(q\) is also known at compile-time. Montgomery multiplication, given \(x\) and \(y\), computes \(xy/(2^{16}) \mod q\). The intermediate value \(z\) can be shown to be less than \(2q\), which is why a single conditional subtraction is sufficient.

Modular divisions are not needed for signature verification, but they are handy for computing the public key \(h\) from \(f\) and \(g\), as part of key pair generation. Inversion of \(x\) modulo \(q\) can be computed in a number of ways; exponentiation is straightforward: \(1/x = x^{q-2} \mod q\). For both 12289 and 18433, minimal addition chains on the exponent yield the result in 18 Montgomery multiplications (assuming input and output are in Montgomery representation).

Key pair generation may also use the NTT, modulo a number of small primes \(p_i\), and the branchless implementation techniques described above. The choice of the size of such small moduli \(p_i\) depends on the abilities of the current architecture. The Falcon reference implementation, that aims at portability, uses moduli \(p_i\) which are slightly below \(2^{31}\), a choice which has some nice properties:

- Modular reductions after additions or subtractions can be computed with pure 32-bit unsigned arithmetics.
- Values may fit in the signed int32_t type.
- When doing Montgomery multiplications, intermediate values are less than \(2^{63}\) and thus can be managed with the standard type uint64_t.

On a 64-bit machine with \(64 \times 64 \rightarrow 128\) multiplications, 63-bit moduli would be a nice choice.

### 4.3 LDL Tree

From the private key properly said (the \(f\), \(g\), \(F\) and \(G\) short polynomials), signature generation involves two main steps: building the LDL tree, and then using it to sample a short vector. The LDL tree depends only on the private key, not the data to be signed, and is reusable for an arbitrary number of signatures;
thus, it can be considered part of the private key. However, that tree is rather bulky (about 90 kB for \( n = 1024 \)), and will use floating-point values, making its serialization complex to define in all generality. Therefore, the \textsc{Falcon} reference code rebuilds the LDL tree dynamically when the private key is loaded; its API still allows a built tree to be applied to many signature generation instances.

It would be possible to regenerate the LDL tree on the go, for a computational overhead similar to that of sampling the short vector itself; this would save space, since at no point would the full tree need to be present in RAM, only a path from the tree root to the current leaf. For degree \( n \), a saved path would amount to about \( 2n \) floating-point values, i.e. roughly 16 kB. On the other hand, computational cost per signature would double.

Both LDL tree construction and sampling involve operations on polynomials, including multiplications (and divisions). It is highly recommended to use FFT representation, since multiplication and division of two degree-\( n \) polynomials in FFT representation requires only \( n \) elementary operations. The LDL tree is thus best kept in FFT.

### 4.4 Gaussian Sampler

When sampling a short vector, the inner Gaussian sampler is invoked twice for each leaf of the LDL tree. Each invocation should produce an integer value that follows a Gaussian distribution centered on a value \( \mu \) and with standard deviation \( \sigma \). The centers \( \mu \) change from call to call, and are dynamically computed based on the message to sign, and the values returned by previous calls to the sampler. The values of \( \sigma \) are the leaves of the LDL tree: they depend on the private key, but not on the message; they range between 1.2 and 1.9 (in the ternary case, they may reach up to 2.20).

In the \textsc{Falcon} reference code, rejection sampling with regards to a bimodal Gaussian is used:

- The target \( \mu \) is moved into the \([0..1]\) interval by adding an appropriate integer value, which will be subtracted from the sampling result at the end. For the rest of this description, we assume that \( 0 \leq \mu < 1 \).

- A nonnegative integer \( z \) is randomly sampled following a half Gaussian distribution of standard deviation \( \sigma_0 = 2 \), centered on 0 (in the ternary case, we use \( \sigma_0 = \sqrt{5} \approx 2.236 \)).

- A random bit \( b \) is obtained, to compute \( z' = b + (2b - 1)z \). The integer \( z' \) follows a bimodal Gaussian distribution, and in the range of possible values for \( z' \) (depending on \( b \)), that distribution is above the target Gaussian of center \( \mu \) and standard deviation \( \sigma \).

- Rejection sampling is applied. \( z' \) follows the distribution:

\[
G(z) = e^{-(z-b)^2/(2\sigma_0^2)}
\]

and we target the distribution:

\[
S(z) = e^{-(z-\mu)^2/(2\sigma^2)}
\]
We thus generate a random bit \( d \), whose value is 1 with probability:

\[
P(d = 1) = \frac{S(z)}{G(z)} = e^{(z-b)^2/(2\sigma_0^2)-(z-\mu)^2/(2\sigma^2)}
\] (4.5)

If \( d \) is 1, then we return \( z' \); otherwise, we start over.

Random values are obtained from a custom PRNG; the reference code uses ChaCha20, but any PRNG whose output is indistinguishable from random bits can be used. On a recent x86 CPU, it would make sense to use AES in CTR mode, to leverage the very good performance of the AES opcodes implemented by the CPU.

With a careful Rényi argument, the 53-bit precision of floating-point values used in the sampler computations are sufficient to achieve the required security levels.

## 4.5 Key Pair Generation

### 4.5.1 Gaussian Sampling

The \( f \) and \( g \) polynomials must be generated with an appropriate distribution. In the binary case, it is sufficient to generate each coefficient independently, with a Gaussian distribution centered on 0; values are easily tabulated.

In the ternary case, the coefficients should use a Gaussian distribution in the FFT embedding. For each of the \( n/2 \) coefficients \( \hat{f}_j \) of the FFT representation of \( f \), two uniformly random values \( a_j \) and \( b_j \) are generated in the \([0..1]\) range; the coefficient is then set to:

\[
\hat{f}_j = \sigma \sqrt{-2 \log a_j e^{i2\pi b_j}}
\] (4.6)

An inverse FFT is then applied, and the resulting values rounded to the nearest integers, to obtain \( f \). The \( a_j \) and \( b_j \) needs not be generated with high precision; the FALCON reference code uses 32 random bits for each. The polynomial \( g \) is generated in a similar way.

### 4.5.2 Filtering

As per the FALCON specification, once \( f \) and \( g \) have been generated, some tests must be applied to determine their appropriateness:

- The \((g, -f)\) and its orthogonalized version must be short enough. In the ternary case, the norm must be measured on the FFT representation (this must be computed after the rounding of coefficients to integers, which may be done only in non-FFT representation).
• \( f \) must be invertible modulo \( \phi \) and \( q \); this is necessary in order to be able to compute the public key \( h = g/f \mod \phi \mod q \). In practice, the NTT is used on \( f \): all the resulting coefficients of \( f \) in NTT representation must be distinct from zero. Computing \( h \) is then straightforward.

• The Falcon reference implementation furthermore requires that \( \text{Res}(f, \phi) \) and \( \text{Res}(g, \phi) \) be both odd. If they are both even, the NTRU equation does not have a solution, but our implementation cannot tolerate that one is even and the other is odd. Computing the resultant modulo 2 is inexpensive; in the binary case, this is equal to the sum of the coefficients modulo 2.

If any of these tests fails, new \((f, g)\) must be generated.

### 4.5.3 Solving The NTRU Equation

Solving the NTRU equation is formally a recursive process. At each depth:

1. Input polynomials \( f \) and \( g \) are received as input; they are modulo \( \phi = x^n + 1 \) for a given degree \( n \).

2. New values \( f' = N(f) \) and \( g' = N(g) \) are computed; they live modulo \( \phi' = x^{n/2} + 1 \), i.e. half the degree of \( \phi \). However, their coefficients are typically twice longer than the coefficients of \( f \) and \( g \).

3. The solver is invoked recursively over \( f' \) and \( g' \), and yields a solution \((F', G')\) such that \( f'G' - g'F' = q \).

4. Unreduced values \((F, G)\) are generated, as:

\[
\begin{align*}
F &= F'(x^2)g'(x^2)/g(x) \mod \phi \\
G &= G'(x^2)f'(x^2)/f(x) \mod \phi
\end{align*}
\]  

\( F \) and \( G \) are modulo \( \phi \) (of degree \( n \)), and their coefficients have a size which is about three times that of the coefficients of inputs \( f \) and \( g \).

5. Babai’s nearest plane algorithm is applied, to bring coefficients of \( F \) and \( G \) down to that of the coefficients of \( f \) and \( g \).

**RNS and NTT**

The operations implied in the recursion are much easier when operating on the NTT representation of polynomials. Indeed, if working modulo \( p \), and \( \omega \) is a root of \( x^n + 1 \) modulo \( p \), then:

\[
\begin{align*}
f'(\omega^2) &= N(f)(\omega^2) = f(\omega)f(-\omega) \\
F(\omega) &= F'(\omega^2)g(\omega)
\end{align*}
\]
Therefore, the NTT representations of $f'$ and $g'$ can be easily computed from the NTT representations of $f$ and $g$; and, similarly, the NTT representation of $F$ and $G$ (unreduced) are as easily obtained from the NTT representations of $F'$ and $G'$.

This naturally leads to the use of a Residue Number System (RNS), in which a value $x$ is encoded as a sequence of values $x_j = x \mod p_j$ for a number of distinct small primes $p_j$. In the Falcon reference implementation, the $p_j$ are chosen such that $p_j < 2^{31}$ (to make computations easy with pure integer arithmetics) and $p_j = 1 \mod 2048$ (to allow the NTT to be applied).

Conversion from the RNS encoding to a plain integer in base $2^{31}$ is a straightforward application of the Chinese Remainder Theorem; if done prime by prime, then the only required big-integer primitives will be additions, subtractions, and multiplication by a one-word value. In general, coefficient values are signed, while the CRT yields values ranging from 0 to $\prod p_j - 1$; normalisation is applied by assuming that the final value is substantially smaller, in absolute value, than the product of the used primes $p_j$.

**Coefficient Sizes**

Key pair generation has the unique feature that it is allowed occasional failures: it may reject some cases which are nominally valid, but do not match some assumptions. This does not induce any weakness or substantial performance degradation, as long as such rejections are rare enough not to substantially reduce the space of generated private keys.

In that sense, it is convenient to use *a priori* estimates of coefficient sizes, to perform the relevant memory allocations and decide how many small primes $p_j$ are required for the RNS representation of any integer at any point of the algorithm. The following maximum sizes of coefficients, in bits, have been measured over thousands of random key pairs, at various depths of the recursion (in the binary case):

<table>
<thead>
<tr>
<th>depth</th>
<th>max $f$, $g$</th>
<th>std. dev.</th>
<th>max $F$, $G$</th>
<th>std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6307.52</td>
<td>24.48</td>
<td>6319.66</td>
<td>24.51</td>
</tr>
<tr>
<td>9</td>
<td>3138.35</td>
<td>12.25</td>
<td>9403.29</td>
<td>27.55</td>
</tr>
<tr>
<td>8</td>
<td>1576.87</td>
<td>7.49</td>
<td>4703.30</td>
<td>14.77</td>
</tr>
<tr>
<td>7</td>
<td>794.17</td>
<td>4.98</td>
<td>2361.84</td>
<td>9.31</td>
</tr>
<tr>
<td>6</td>
<td>400.67</td>
<td>3.10</td>
<td>1188.65</td>
<td>6.04</td>
</tr>
<tr>
<td>5</td>
<td>202.22</td>
<td>1.87</td>
<td>599.81</td>
<td>3.87</td>
</tr>
<tr>
<td>4</td>
<td>101.62</td>
<td>1.02</td>
<td>303.49</td>
<td>2.38</td>
</tr>
<tr>
<td>3</td>
<td>50.37</td>
<td>0.53</td>
<td>153.65</td>
<td>1.39</td>
</tr>
<tr>
<td>2</td>
<td>24.07</td>
<td>0.25</td>
<td>78.20</td>
<td>0.73</td>
</tr>
<tr>
<td>1</td>
<td>10.99</td>
<td>0.08</td>
<td>39.82</td>
<td>0.41</td>
</tr>
<tr>
<td>0</td>
<td>4.00</td>
<td>0.00</td>
<td>19.61</td>
<td>0.49</td>
</tr>
</tbody>
</table>

These sizes are expressed in bits; for each depth, each category of value, and each key pair, the maximum size of the absolute value is gathered. The array above lists the observed averages and standard deviations.
for these values.

A FALCON key pair generator may thus simply assume that values fit correspondingly dimensioned buffers, e.g. by using the measured average added to, say, six times the standard deviation. This would ensure that values almost always fit. A final test at the end of the process, to verify that the computed $F$ and $G$ match the NTRU equation, is sufficient to detect failures.

Note that for depth 10, the maximum size of $F$ and $G$ is the one resulting from the extended GCD, thus similar to that of $f$ and $g$.

**Binary GCD**

At the deepest recursion level, inputs $f$ and $g$ are plain integers (the modulus is $\phi = x + 1$); a solution can be computed directly with the Extended Euclidean Algorithm, or a variant thereof. The FALCON reference implementation uses the binary GCD. This algorithm can be expressed in the following way:

- Values $a$, $b$, $u_0$, $u_1$, $v_0$ and $v_1$ are initialized and maintained with the following invariants:

  \[
  a = fu_0 - gv_0 \\
  b = fu_1 - gv_1
  \]  

  Initial values are:

  
  \[
  a = f \\
  u_0 = 1 \\
  v_0 = 0 \\
  b = g \\
  u_1 = g \\
  v_1 = f - 1
  \]  

- At each step, $a$ or $b$ is reduced: if $a$ and/or $b$ is even, then it is divided by 2; otherwise, if both values are odd, then the smaller of the two is subtracted from the larger, and the result, now even, is divided by 2. Corresponding operations are applied on $u_0$, $v_0$, $u_1$ and $v_1$ to maintain the invariants. Note that computations on $u_0$ and $u_1$ are done modulo $g$, while computations on $v_0$ and $v_1$ are done modulo $f$.

- Algorithm stops when $a = b$, at which point the common value is the GCD of $f$ and $g$.

If the GCD is 1, then a solution $(F, G) = (qv_0, qu_0)$ can be returned. Otherwise, the FALCON reference implementation rejects the $(f, g)$ pair. Note that the (rare) case of a GCD equal to $q$ itself is also rejected; as noted above, this does not induce any particular algorithm weakness.

The description above is a bit-by-bit algorithm. However, it can be seen that most of the decisions are taken only on the low bits and high bits of $a$ and $b$. It is thus possible to group updates of $a$, $b$ and other values by groups of, say, 31 bits, yielding much better performance.
Iterative Version

Each recursion depth involves receiving \((f, g)\) from the upper level, and saving them for the duration of the recursive call. Since degrees are halved and coefficients double in size at each level, the storage space for such an \((f, g)\) pair is mostly constant, around 13000 bits per depth. For \(n = 1024\), depth goes to 10, inducing a space requirement of at least 130000 bits, or 16 kB, just for that storage. In order to reduce space requirements, the Falcon reference implementation recomputes \((f, g)\) dynamically from start when needed. Measures indicate a relatively low CPU overhead (about 15%).

A side-effect of this recomputation is that each recursion level has nothing to save. The algorithm thus becomes iterative.

Babai’s Reduction

When candidates \(F\) and \(G\) have been assembled, they must be reduced against the current \(f\) and \(g\). Reduction is performed as successive approximate reductions, that are computed with the FFT:

- Coefficients of \(f, g, F\) and \(G\) are converted to floating-point values, yielding \(\hat{f}, \hat{g}, \hat{F}\) and \(\hat{G}\). Scaling is applied so that the maximum coefficient of \(\hat{F}\) and \(\hat{G}\) is about \(2^{30}\) times the maximum coefficient of \(\hat{f}\) and \(\hat{g}\); scaling also ensures that all values fit in the exponent range of floating-point values.

- An integer polynomial \(k\) is computed as:

\[
k = \left\lfloor \frac{\hat{F} \hat{f}^* + \hat{G} \hat{g}^*}{\hat{f} \hat{f}^* + \hat{g} \hat{g}^*} \right\rfloor \quad (4.11)
\]

This computation is typically performed in FFT representation, where multiplication and division of polynomials are easy. Rounding to integers, though, must be done in coefficient representation.

- \(k f\) and \(k g\) are subtracted from \(F\) and \(G\), respectively. Note that this operation must be exact, and is performed on the integer values, not the floating-point approximations. At high degree (i.e. low recursion depth), RNS and NTT are used: the more efficient multiplications in NTT offset the extra cost for converting values to RNS and back.

This process reduces the maximum sizes of coefficients of \(F\) and \(G\) by about 30 bits at each iteration; it is applied repeatedly as long as it works, i.e. the maximum size is indeed reduced. A failure is reported if the final maximum size of \(F\) and \(G\) coefficients does not fit the target size, i.e. the size of the buffers allocated for these values.

4.6 Performances

The Falcon reference implementation achieves the following performance on an Intel® Core® i7-6567U CPU (clocked at 3.3 GHz):
<table>
<thead>
<tr>
<th>degree</th>
<th>keygen (ms)</th>
<th>keygen (RAM)</th>
<th>sign/s</th>
<th>vrfy/s</th>
<th>pub length</th>
<th>sig length</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>6.98</td>
<td>14336</td>
<td>6081.9</td>
<td>37175.3</td>
<td>897</td>
<td>617.38</td>
</tr>
<tr>
<td>768</td>
<td>12.69</td>
<td>27648</td>
<td>3547.9</td>
<td>20637.7</td>
<td>1441</td>
<td>993.91</td>
</tr>
<tr>
<td>1024</td>
<td>19.64</td>
<td>28672</td>
<td>3072.5</td>
<td>17697.4</td>
<td>1793</td>
<td>1233.29</td>
</tr>
</tbody>
</table>

The following notes apply:

- RAM usage for key pair generation is expressed in bytes. It includes temporary buffers for all intermediate values, including the floating-point polynomials used for Babai's reduction.

- Public key length and average signature length are expressed in bytes. The size of public keys includes a one-byte header that identifies the degree and modulus. For signatures, compression is used, which makes the size slightly variable; the average is reported here.

- The Falcon reference implementation uses only standard C code, not inline assembly, intrinsics or 128-bit integers. In particular, it is expected that replacing the internal PRNG (a straightforward, portable implementation of ChaCha20) with AES-CTR using the dedicated CPU opcodes will yield a substantial performance improvement. SSE2 and AVX opcodes should help with FFT, and 64-bit multiplications (with 128-bit results) might improve key generation time as well.

- The i7-6567U processor implements dynamic frequency scaling based on load and temperature. As such, measures are not very precise and tend to move by as much as 15% between any two benchmark runs.

- Signature generation time does not include the LDL tree building, which is done when the private key is loaded. These figures thus correspond to batch usage, when many values must be signed with a given key. This matches, for instance, the use case of a busy TLS server. If, in a specific scenario, keys are used only once, then the LDL tree building cost must be added to each signature attempt. It is expected that this would about double the CPU cost of each signature.
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